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Abstract—This article considers a downlink transmission in a
multiuser massive multi-input–multi-output (massive-MIMO) sys-
tem in both the large-scale and small-scale fading environments.
While the base station has many antennas, the associated cir-
cuit costs require some antennas to be turned OFF, thus necessi-
tating antenna/RF-chain selection. Furthermore, the users have
quality-of-service (QoS) constraints and cannot be served within
the specified power budget and also with arbitrarily low signal-
to-interference-plus-noise ratios. Instead, the base stations seek
to schedule only a subset of users for which the QoS-constraints
can be met, while the remaining users must be scheduled in other
time-frequency slots. The problem is considered under both long
and short time-scales. The longer time-scale problem entails solving
for the power, user allocation, and number of active antennas to be
used over multiple coherence intervals. While the need to select
the optimum set of users makes the problem combinatorial, a low-
complexity algorithm is proposed that allows us to solve it in poly-
nomial time. For the more computationally intensive per-coherence
interval problem, we employ a convex relaxation-based approach in
order to obtain an approximate solution. Detailed simulations are
carried out to establish that the proposed algorithms outperform
standard greedy approaches and are close to optimal for several
settings.

Index Terms—Antenna selection, block-coordinate descent
(BCD), majorization–minimization (MM), massive multi-input
multi-output (MIMO), quality-of-service (QoS), user scheduling.

NOMENCLATURE
A0 Set of available antennas s.t. | A0 |=M .
U0 Set of available users s.t. | U0 |= L.
U Set of users scheduled s.t. | U |= K ≤ L.
A Set of transmit antennas s.t. | A |= N ≤M .

I. INTRODUCTION

W ITH the rapid proliferation of wireless devices and social
media services, the data traffic has grown multifold. The
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next generation of cellular systems seek to meet the data chal-
lenge and provide data-centric services through the use of dis-
ruptive technologies such as massive multi-input–multi-output
(massive-MIMO) [1], [2]. Massive-MIMO is an emerging 5th-
generation technology where a base station (BS) equipped with a
large antenna array communicates simultaneously with multiple
users [3]. The large number of antennas installed at the BS can
help to increase the system capacity, resulting in a large number
of degrees of freedom [4]. The usefulness of the massive-MIMO
system can be harnessed through favorable mode of propagation,
where the interuser channels become asymptotically orthogonal
to each other [5], [6]. This asymptotic behavior of the channel
allows users to use the same time-frequency resource resulting
in several fold increase of network spectral efficiency [7], [8].

While promising in theory, high device cost and energy con-
sumption ultimately translate into practical constraints on the
number of radio frequency (RF) chains (also known as the analog
front-ends) that can be installed with an antenna [9]. Toward
maximizing the sum-rate, it is desired to opportunistically select
a subset of antennas with good channel conditions corresponding
to the number of RF-chains installed [10], [11]. Apart from the
implementation cost, a massive-MIMO system would require
huge overheads (order of transmit antennas) to acquire channel
state information (CSI), especially for multiuser scenario with
frequency-division duplex systems [12]. However, the overhead
requirements for a multiuser massive-MIMO systems can be
reduced by invoking the hidden sparsity of the channel matrix
but at a cost of channel estimation quality [13]. Moreover, if the
channel matrix is rank deficient and equal power is allocated
among the transmit antennas, then optimally selecting fewer
transmit antennas was shown to increase the system capac-
ity [14].

In cellular systems, supporting data services such as video
chat, gaming, and other interactive applications, the quality-of-
service (QoS) becomes a critical performance metric that shapes
the user experience [15], [16]. Such QoS guarantees may be
imposed as constraints on the minimum signal-to-interference-
and-noise ratio (SINR) or minimum rate. Indeed, in resource-
constrained multiuser systems, it becomes imperative for the BS
to schedule only those users whose QoS-constraints can be met
within the current coherence interval. The remaining users are
either scheduled on a different band or in subsequent coherence
intervals [17]. For instance, even if the power budget at the BS
allows all users to be served, the data rate at some of the users
may be too low to be of any use to them. Instead it may be
prudent to divide the power budget among only the high-QoS
users while scheduling the remaining users in later time slots.
Observe that such an approach sacrifices fairness in favor of
QoS. Indeed, the QoS-constraint must be met for all scheduled
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users, and consequently, it becomes necessary to the tradeoff
performance and fairness for reliability. In other words, meeting
the QoS-constraints will generally lead to lower sum-rate and
unfair allocation of resources to the users.

This article considers the problem of joint user scheduling
and antenna selection that yields the maximum downlink utility
(sum-rate minus penalty) in massive-MIMO systems under a
strict QoS-requirement. Efficient resource utilization is of partic-
ular importance in small/microcell settings that are of particular
focus today. We attack the problem at two different time-scales
with the choice of the solution depending on the availability
of computational resources at the BS. The longer time-scale
problem builds upon the antenna selection framework intro-
duced in [18], and entails solving the problem only once every
few coherence intervals. Although combinatorial in nature, a
polynomial time algorithm is developed that yields the exact
solution. Furthermore, it is shown that the approximate solution
can be obtained using a dual scheme that is significantly less
complex. It is shown that in general, having to schedule all the
users is not only inefficient but also costly in terms of requiring
more antennas.

Subsequently, the more complicated per-coherence interval
problem of joint power allocation, antenna selection, and user
selection is considered. The resulting problem is also combinato-
rial and difficult to solve. We put forth a convex relaxation-based
approximation that is shown to outperform standard greedy ap-
proaches in the literature and performs near-optimally when the
power budget is not too low. Detailed simulations are carried out
to establish the near-optimality of the proposed algorithms. The
key contributions of this article include the following: a) devel-
opment of the QoS-constrained joint power allocation, antenna,
and user selection problem; b) development of a polynomial
time solution to the combinatorial long time-scale problem; and
c) development of two convex relaxation-based approximate
algorithms for the combinatorial short time-scale problem.

A. Related Works

This section briefly reviews the related works on antenna
selection and/or user selection for large MIMO systems. For
multiantenna systems, the problem of antenna selection is well-
studied [19]–[23]. Of these, most transmit and receive side
antenna selection schemes are greedy in nature [24]. Nongreedy
approaches include [25] for nonprecoded MIMO downlink
channel, where the simplification was obtained by first assuming
uniform power allocation, obtaining the optimal set of antennas,
and subsequently formulating a simplified convex optimization
problem to obtain the optimal power allocation. A similar frame-
work for a large distributed antenna system was considered
in [26] under the large-scale fading scenario. Toward, achieving
a minimum QoS at each user, authors in [18] have studied the
problem of selecting the number of antennas at the base station
so as to minimize the total transmit power. It was shown in [27]
that for systems with nonnegligible circuit power consumption,
antenna selection resulted in higher energy efficiency.

In the context of user scheduling, it was shown in [17],
that a zero-forcing (ZF) beamforming MIMO system achieves
the MIMO broadcast capacity in the limit of infinite number
of users. As a consequence, a greedy user selection scheme
based on selecting users with semiorthogonal channels was
proposed. Extending [17], a greedy approach toward joint
antenna selection and user scheduling was proposed for the

downlink of ZF-based massive-MIMO systems in [28]. For
the uplink case, a modified greedy scheme was proposed
in [29] resulting in slight improvement. It is remarked that
unlike this article, none of these schemes have considered QoS
and circuit power constraints in tandem. An exception is the
joint antenna selection and QoS-constrained user scheduling
algorithm proposed in [30] that used a greedy scheme and will
subsequently be compared with the proposed algorithm.

Finally, this article is also related to the joint antenna se-
lection and power allocation problem that arises in the context
of distributed MIMO systems [31], [32]. While similar greedy
approaches have been used in the distributed case, the specific
challenges in the present setting are very different. For instance,
the capacity limitation inherent to the backhaul communications
in distributed MIMO systems makes the two problems quite
different. For the short-time scale scenario, a rate maximization
problem under the joint antenna and user selection problem was
considered with the QoS-constraint in [33]. A maximal ratio
transmitter based precoder with fixed number of antennas was
considered, and the problem was solved using second-order cone
programming. A conference version of this article has been
presented at [34], where only the rate as an utility function
under the long time-scale problem is considered. This article
contains the more general and complete results in terms of the
utility function under the short and long time-scale problem,
primarily focusing on the small/microcell implementation in an
urban scenario.

The rest of this article is organized as follows. In Section II,
we describe the system model where we formulate the joint
antenna selection and user scheduling (JASUS) problem under
both the large-scale and small-scale fading. Section III details
the algorithms toward obtaining the joint antenna-user pair under
large-scale fading. Section IV details the joint optimal selection
under small-scale fading for the cases when optimal antenna
subset is fixed (i.e., number of RF-chains is known) and when the
number of RF-chains is unknown. Finally the simulation results
are presented in Section V and the conclusions are presented in
Section VI.

Before proceeding to the system model and background,
some notations are introduced. In general, scalar variables are
denoted by lower case letters, bold lower case letters for denoting
vectors while bold upper case letters for denoting matrices. The
n× n identity matrix is denoted by In. The trace, conjugate,
transpose, Hermitian transpose, and pseudo-inverse of a matrix
A are denoted by tr (A), A�, AT , AH , and A†, respectively.
The space of all real and complex matrices of size m× n is
denoted by Rm×n and Cm×n, respectively. (i, j)th entry of a
matrix A is denoted by [A]ij and the diagonal matrix A with
entries of a = [a1, . . . , aL]

T on the main diagonal is denoted
by diag(a1, . . . , aL) or diag(a). ‖a‖0 denotes the number of
nonzero elements in the vector a. Given a set of indices X and
Y , AXY denotes the matrix formed by the corresponding rows
and columns ofX andY , respectively. Likewise,AX denotes the
matrix formed by the rows corresponding to X but containing
all the columns, while A•Y denotes the matrix formed by the
columns corresponding to Y but containing all the rows.

II. SYSTEM MODEL

Consider a single cell (small/micro) system ( [35, Ch. 3]) with
M antennas at the BS, servingL single-antenna users [27], [36].
We consider a massive-MIMO setting, allowing M to be very
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large [3], [8] and the effects of pilot contamination and inter-
ference from other cells are assumed negligible. Furthermore,
the channel gains associated with the antennas are assumed to
be uncorrelated. The system operates in time-division duplex
mode, and each coherence interval comprises of both uplink
and downlink data transmission phases. Let τ denote the length
of the coherence interval, measured in number of samples. The
uplink and downlink data transmission phases are of durations τu
and τd symbols, respectively. Additionally, τp := (τ − τu − τd)
symbols are set aside for the BS to learn the channel gains. The
training phase entails users transmitting their pilot sequences
to the BS in their respective physical uplink resource blocks.
Since, the pilot sequences are already known, the BS utilizes
the received signals from all the users in order to estimate the
required channel gains.

An urban environment with the small/microcell setting un-
der a normal user-traffic scenario is considered wherein L�
M , and, consequently, the BS seek to maximize its utility
by multiplexing the downlink transmit signal across a subset
A ⊆ A0 := {1, . . . ,M} of antennas such that | A |= N ≤M .
The intuition here is that while the sum-rate increases with N ,
the increased circuit power consumption (fixed RF power per
antenna denoted byPRF) may offset the gains whenN � L [28],
[30]. Specifically, each active antenna consumes PRF power and
incurs an operating cost of c units. Furthermore, an upper limit
onN may also be imposed if the number of RF-chains installed
at the BS are fewer than M .

LetH ∈ CL×M denote the small-scale fading matrix between
the M antennas and the L users. The entries of H are inde-
pendent, circularly symmetric complex Gaussian distributed,
i.e., hij := [H]ij ∼ CN (0, 1). The large-scale channel gain be-
tween the BS and the kth user is denoted by βk. Defining
G := H•A and letting gTk denote the kth row of G such that
G = [g1 g2, . . . ,gL]

T , the signal received at the kth user is [37]

yk =
√
βkg

T
k x+ nk, k = 1, . . . , L (1)

where x is the transmitted signal vector, and nk ∈ C is the
complex additive white Gaussian noise with zero mean and
variance σ2. Without loss of generality and for the sake of
brevity, we set σ2 = 1 for the rest of this article.

When data are being transmitted toL users, letuk ∈ C denote
the unit magnitude data symbol for thekth user and letu ∈ CL×1

be the vector that collects these symbols for all L users. The kth
user is allocated the transmit power pk ∈ [0, Pmax], which is
collected into the vector p ∈ RL×1. The transmit signal x at
the BS is the scaled and precoded version of u, and is given by
x := V

√
diag(p)u, whereV ∈ CN×L is the precoding matrix.

This article considers the case of ZF-based-precoding that is
known to be near-optimal for M � L and high SINR [35].

The users are QoS-constrained and cannot decode the mes-
sage if the received signals have very low powers. The QoS-
constraint at the k-th user can be written as an SINR constraint
of the form SINR(k) ≥ γ, where γ > 0 is the SINR threshold.
Since the transmit power budget at the BS is limited to at most
Pmax, only a subset of the users U ⊆ U0 := {1, . . . , L} that
meet the QoS-constraints are actually allocated nonzero power.
In other words, pk = 0 for all k /∈ U , and the total power allo-
cated to the user data is given by 1Tp =

∑L
k=1 pk =

∑
k∈U pk.

Since, the goal here is to maximize the utility, the QoS-constraint
makes the resource allocation unfair to users with poor reception.
Moreover, allocating small powers to users with poor reception
is wasteful or suboptimal from the network throughput point of

view, and the available power budget is better utilized toward
boosting the SINR of users with high channel gains. In practice,
the users not in U will be scheduled into a different channel
(i.e., in a different time-frequency resource block) or will be
associated with a different BS.

Henceforth, the cardinality of the set U is denoted by K :=
|U|. Note that when onlyK users are scheduled, theN × 1 trans-
mit signal is given by x = V

√
diag(p)u, where u ∈ CK×1,

p ∈ RK×1, and V ∈ CN×K . The list of parameters introduced
thus far is provided in the Nomenclature.

The goal of this article is to solve the following utility maxi-
mization problem:

max
p,A,U

U(p,A,U) :=
∑
k∈U

log [1 + SINR(k)]− c|A| (P)

s.t.
∑
k∈U

pk +NPRF ≤ PT , SINR(k) ≥ γ ∀k ∈ U

where c is the per antenna cost relative to the sum-rate (measured
in bits/second/hertz) achieved, and PT is the total power budget
that includes the power consumed by the circuit as well as the
transmission power [38]. Note that the utility function defined
in (P) is adimensional. The per antenna cost c quantifies the
combined effects of circuit power consumption, cooling costs,
and miscellaneous operating costs such as regular maintenance
and energy management [39]. Additionally, if the BS is powered
by renewable energy or batteries, the cost can be made to vary
over time depending on the current energy availability, thereby
affording further operating flexibility to the system [40]–[42].
The problem at hand is inherently multiobjective: the goal is
to maximize the sum-rate while also minimizing the antenna
operation costs. Additionally, the problem includes constraints
on total power consumption and minimum received SINR. For
such problems, the formulation in (P) is not unique, and other
related formulations can also be considered. For instance, the
objective could be the maximization of energy efficiency while
imposing restrictions on SINR and number of antennas [27].
Alternate goals include minimization of power consumed per
antenna, worst case SINR maximization, antenna efficiency, etc,
with appropriate constraints. While all of these formulations are
related, they are generally not equivalent, but merely represent
different approaches to selecting an operating point. The rate-
minus-penalty objective function has been widely considered in
the context of network utility maximization, and is selected here
for ease of analysis. The SINR at the kth user also depends on
p, A, and U , and its exact form will be detailed in subsequent
subsections. Observe, however, that regardless of the form of the
SINR, solving (P) is not straightforward as it involves set-valued
variables U and A. Note that the variables p and U are related;
the nonzero entries of p correspond to the elements of U . Both
variables are, however, used for ease of exposition.

The problem (P) can be solved on two different timescales
depending on the computational power available at the BS. If the
system is computationally limited, it is recommended to solve
(P) once every few coherence intervals. In each such “super-
slot” or block, the optimum user and antenna sets are selected
and an average power budget is assigned to all the selected users.
At each coherence interval, the BS utilizes the precoder V =√
N −KFH(FFH)−1, where F := HUA. The normalization

ensures that columns of V are unit normed on an average, i.e.,
EH[||vk||22] = 1, where vk denotes kth column of V. Given
sufficiently large number of coherence intervals per super-slot,
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such a precoder ensures that the kth user is allocated an average
power of pk per coherence interval. The long timescale problem
can be viewed as that of allocating resources over the entire
block of channel gains.

On the other extreme, the full problem can also be solved at
every coherence interval. That is, the optimum set of antennas
and users is selected at every coherence interval, and optimal
power is allocated to all the selected users. In this case, the BS
transmits using the precoderV = FH(FFH)−1Λ1/2, where the
diagonal scaling matrixΛ ensures columns ofV are unit normed
for each coherence interval.

Furthermore, from Sec. G.2.2 of [3GPP TS 38.141], it can be
seen that the coherence interval is between 2.5 and 200 ms, de-
pending on the mobility of the user equipment (UE). Indeed, the
UE mobility directly impacts the viability of the per-coherence
time interval approach. On the other hand, allocation of re-
sources every few coherence intervals is always possible regard-
less of the UE mobility. Hence, solving the instantaneous user
and antenna selection problem is clearly more computationally
intensive and requires perfect channel knowledge, but generally
yields a higher overall utility. The more challenging case of
imperfect CSI at the receiver is not considered here, and is left
as an open problem. Subsequently, we detail each of the two
settings and formulate the corresponding utility maximization
problems.

A. Long Timescale: Block Resource Allocation

The system model for the long timescale problem builds upon
the model from [18] where the large-scale fading coefficients
{βk}k∈U are perfectly known while the small-scale fading ma-
trix F is estimated imperfectly using τp pilots. Using the MMSE
estimator forhijs along with the ZF-precoder, the effective SINR
at the user k is given by [35]

SINRL(k) =
(N −K)αkpk

1 + (βk − αk)
∑
k′∈U pk′

k ∈ U (2)

where K = |U|, αk =:
τpρulβ

2
k

1+τpρulβk
, and ρul denote the uplink

power used for pilot transmission. Note that SINRL denotes the
SINR under the long-timescale scenario. The expression in (2)
is valid for the case when N � K. From the expression for the
SINR in (2), we observe that (a) the SINR and consequently
the problem (P) depends only on {βk} and not on H; and (b)
the different antennas at the BS become statistically identical
allowing us to solve for N instead of the set A [18]. Without
loss of generality, we will take A = N := {1, . . . , N} as the set
of antennas selected in this case. In summary, the long timescale
version of (P) can be written as

max
p,N,U

∑
k∈U

log [1 + SINRL(k)]− cN (PL)

s.t.
∑
k∈U

pk +NPRF ≤ PT

SINRL(k) ≥ γ ∀k ∈ U , K ≤ N ≤M.

Solving (PL) is challenging due to the set-valued optimization
variables U . Indeed, without user selection, the problem is
relatively easier and admits a closed-form solution [18]. Never-
theless, the algorithms from [18] cannot be directly applied to
solve (PL) due to the additional QoS-constraint.

B. Short Timescale: Instantaneous Resource Allocation

The goal here is to optimally allocate resources at every
coherence interval. Without loss of generality, we merge the
large-scale and small-scale fading gains into a consolidated
channel gain matrix H ∈ CL×M , that is assumed to be perfectly
known at the BS [27], [36]. At each coherence interval, the BS
utilizes antennas belonging to the set A ⊂ A0. Recalling, that
G := H•A and gTk denotes the kth row of G, the instantaneous
SINR at the kth user is given by [43]

SINRS(k) =
(
pk|gHk vk|2

)/(∑
i�=k

pi|gHk vi|2 + 1

)
(3)

where vk denotes the kth column vector of the ZF-precoder
matrix V. Note that SINRS denotes the SINR under the short-
timescale scenario. Since, the ZF-precoder is designed to cancel
the interuser interference term appearing in the denominator of
(3), the simplified expression for SINR becomes SINRS(k) =
pk|gHk vk|2 [44]. Furthermore, the ZF-precoder is given by V =

FH(FFH)−1Λ1/2, where the diagonal normalization matrix
Λ ∈ RK×K

++ ensures that the columns of V are unit normed and
its (k, k)th entry is given by

[Λ]kk =
1[

(FFH)−1 ]
kk

=:
1[

(HUΔHH
U )−1

]
kk

(4)

for k ∈ U and Δ := diag(Δ1, . . . ,ΔM ) is a diagonal antenna
selection matrix with 0-1 entries. Specifically, Δi = 1 if i ∈ A
and zero otherwise. Therefore, the expression for the instanta-
neous SINR can be written as

SINRS(k) =
pk[

(HUΔHH
U )−1

]
kk

, k ∈ U . (5)

In summary, the per-coherence interval resource allocation
problem can be written as

max
p,Δ,U

∑
k∈U

log [1 + SINRS(k)]− c tr(Δ) (PS)

s.t.
∑
k∈U

pk + tr(Δ)PRF ≤ PT , SINRS(k) ≥ γ ∀k ∈ U

K ≤ tr(Δ) ≤M, Δi ∈ {0, 1} ∀i ∈ A0.

Observe that as compared to (PL), the problem in (PS) is
further complicated due to the presence of the integer-valued
optimization variable Δ.

III. BLOCK RESOURCE ALLOCATION PROBLEM

This section details the solution of block resource allocation
problem. Despite being seemingly combinatorial, we will show
that (PL) can be exactly solved with complexity O(ML2).
Toward this end, we begin with first discussing the solution of
the problem for a fixed given value of N .

A. Joint User Selection and Power Allocation for a Given N

For a fixed N , the second term in the objective function of
(PL) can be dropped, and the equivalent utility maximization
problem becomes

max
p,U

∑
k∈U

log [1 + SINRL(k)]

s.t.
∑
k∈U

pk ≤ Pmax, SINRL(k) ≥ γ ∀k ∈ U (6)
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where Pmax := PT −NPRF. In order to avoid performing an
exhaustive search over the user set U , we establish the following
result.

Lemma 1: The solution (p�,U�) of (6) satisfies
∑
k∈U� p�k =

Pmax.
Proof: Refer Appendix A. �
It follows from Lemma 1 that the constraint

∑
k pk ≤ Pmax in

(6) can be replaced with the constraint
∑
k pk = Pmax without

loss of optimality. Further, for the optimal power allocation
p�, we have that SINRL(k) =

(N−K)αkp
�
k

1+(βk−αk)Pmax
. Alternatively,

defining ψk := αk

1+(βk−αk)Pmax
for 1 ≤ k ≤ L, the problem in

(6) can equivalently be written as

max
p,U

∑
k∈U

log [1 + (N −K)ψkpk]

s.t.
∑
k∈U

pk ≤ Pmax, (N −K)ψkpk ≥ γ ∀k ∈ U . (7)

While the optimization variables in (7) are still set-valued, the
following lemma paves the way for solving it efficiently. Observe
that for a given set U , the power allocation problem in (7) is
convex and can be solved via waterfilling. Without loss of gen-
erality, letψ1 > ψ2 > · · · > ψL, and defineKmax := max{K |
γ

N−K
∑K
k=1

1
ψk

≤ Pmax}. Then, we have the following result.
Lemma 2: For a given K ≤ Kmax, set U = {1, 2, . . . ,K}

yields the maximum sum-rate for (7).
Proof: Refer Appendix B. �
The optimal user set U can be found by carrying out a line

search onK = 1, . . . ,Kmax. Thanks to Lemma 2, for each value
of K it is no longer required to perform an exhaustive search
over

(
L
K

)
possible user combinations. Instead, the problem in

(7) is solved with U := {1, . . . ,K} for each 1 ≤ K ≤ Kmax.
As summarized in Algorithm 1, the optimal power allocation can
be found via a waterfilling step that entails solving a nonlinear
equation. For instance, the use of the bisection algorithm in
Step 2 yields an ε-optimal value of λ̆ in O(− log(ε)) iterations.
In other words, for a given tolerance, the overall runtime of
Algorithm 1 is O(NL2) in the worst case.

It is remarked that in practice, if Kmax < L, the runtime of
the algorithm may be much less. Furthermore, if the power
allocation problem is infeasible for a specific value of K ′, it
is not possible to add another user k ≥ K ′ + 1 with power
pk ≥ γ/(N −K)ψk.

1) Approximate User-Scheduling via Dual-Relaxation: Al-
gorithm 1 necessitates a line search over K from 1 to Kmax.
The complexity of such a search may be reduced by properly

initializingK. Toward this end, observe that (7) can equivalently
be written as the following problem in p ∈ RL:

max
p

L∑
k=1

log [1 + (N − ‖p‖0)ψkpk]

s.t.
L∑
k=1

pk = Pmax

(N − ‖p‖0)pk ∈ {0} ∪ [γ/ψk, Pmax] ∀1 ≤ k ≤ L. (8)

At this stage, we make some simplifying approximations. As-
suming that N � L, we first replace ‖p‖0 with L. Denoting,
wk := γ

ψk(N−L) (minimum power required by user k) and Pk :

{0} ∪ [wk, Pmax], the dual function for (8) becomes


(ν) = νPmax +

L∑
k=1

maxpk∈Pk
log

(
1 +

γpk
wk

)
− νpk. (9)

Although Pk is a nonconvex set, the dual function can be readily
found. Denoting pk(ν) := argmaxpk log(1 +

γpk
wk

)− νpk for
k = 1, . . . , L, it can be seen that

pk(ν) =

⎧⎪⎨⎪⎩
1
ν − wk

γ ν = γ
wk(1+γ)

wk
log(1+γ)

wk
> ν > γ

wk(1+γ)

0 ν > log(1+γ)
wk

.

(10)

Since, pk(ν) is discontinuous function of ν, the dual function

(ν) would also be a discontinuous nonincreasing function of
ν. Furthermore, since the original problem is nonconvex, strong
duality does not hold and consequently, the value of ν that
minimizes 
(ν) would not necessarily correspond to a feasible
allocation. Instead, we settle for a feasible power allocation
that corresponds to the smallest ν satisfying

∑
k pk(ν) ≤ Pmax.

Such a ν may be found by bisection, and for sufficiently large
ν, pk = 0 ∀k. Observe further that users scheduled by the dual
algorithm will also be in decreasing order of their channel gains
ψk. That is, if the dual algorithm schedulesKd users, they would
be U = {1, . . . ,Kd}. Note, however, that the power allocation
obtained from (10) is suboptimal as it corresponds to the dual
of the approximate problem where ‖p‖0 was replaced with L
in (8).

In order to achieve the near-optimal performance, a slightly
more expensive version is recommended. Let Kd be the output
of the dual algorithm scheme when all theL users are considered
in (10). The idea is to recalculate the powers for first Kd and
Kd + 1 users, and select the solution corresponding to the higher
sum rate. The approach is summarized in Algorithm 2 and entails
carrying out only two more bisection searches as opposed to the
Kmax searches required in Algorithm 1. The worst case runtime
of Algorithm 2 is therefore O(NL).

Finally it is also possible to use Algorithm 2 for initializing
Algorithm 1. Specifically, a set of users K�

D is obtained first
using Algorithm 2. Subsequently, a line search is carried out
as in Algorithm 1 starting at K�

D and searching over K�
D ± 1,

K�
D ± 2, and so on. We will show in Section V that such a

hybrid approach may yield the optimum power allocation while
also incurring less than Kmax bisection searches.
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B. Joint User Scheduling, Power Allocation, and
Antenna Selection

Having obtained the solution to the joint power allocation
and user scheduling problem from either Algorithms 1 or 2, it
remains to find the optimal number of antennas to be used. The
optimalN may again be found via a line search overN from 1 to
�PT /PRF�, beyond which the problem becomes infeasible. For
each candidate value of N , the maximum achievable sum-rate
may be obtained using Algorithms 1 or 2. After the search,
the value of N corresponding to the largest utility function
(sum-rate minus penalty) should be selected and designatedN�,
as summarized in Algorithm 3. The worst case complexity of
Algorithm 3 is O(M2 L2) but may be reduced to O(M2 L)
through the use of the dual-relaxation approach.

IV. INSTANTANEOUS RESOURCE ALLOCATION PROBLEM

With the user and antenna selection discussed under the block
resource allocation problem, we now turn our attention to the
instantaneous resource allocation in (PS). Toward this end, we
begin with first discussing the solution of the problem for a fixed
given (A, N).

Fig. 1. Validity of approximation in (13) w.r.t. a subset of antenna N for
M = 100.

A. Joint User Selection and Power Allocation for Given A
Let, ΔA denote the antenna selection matrix correspond-

ing to a known antenna set A, and let tUk := [(FFH)−1]kk =
[(HUΔAHH

U )−1]kk for 1 ≤ k ≤ K, where recall that F :=
HUA and N =| A |. Given N , the second term in the objective
function of (PS) can be dropped, and the equivalent utility
maximization problem becomes

max
p,U

∑
k∈U

log

[
1 +

pk
tUk

]
s.t.

∑
k∈U

pk ≤ Pmax, pk ≥ γ tUk ∀k ∈ U (11)

where Pmax := PT −NPRF. Different from (7), the gains
ψ̃A
k := 1

tUk
now depend on the set of scheduled users U . As a

result, scheduling a specific user k changes the gains of all
other users k �= k′. Consequently, Lemma 2 no longer applies
and solving (11) would incur combinatorial complexity. It is
remarked that the issue can be partially averted in MIMO
ZF-beamforming systems without the QoS-constraints. For in-
stance, [17] proposed a semi-orthogonal user selection (SUS)
algorithm that uses a greedy approach for user selection.

We propose to solve (11) approximately using the fact that
N for massive-MIMO systems is large. Indeed, the following
property is well-known and has been widely used to simplify
the design of massive-MIMO systems [6]

lim
M→∞

(1/M)HHH → D (12)

where the matrix D := diag(β1, . . . , βL) are the large-scale
channel gains between the BS and the users k ∈ U0.

In other words, for large M , the rows of H/
√
M are al-

most orthonormal. While (12) cannot be directly applied to
the present case, we infer a similar property for the matrix
F. Specifically, the matrix FFH is almost diagonal, and the
ratio ρ := ‖diag(FFH)‖2/‖FFH‖F → 1 as N → ∞. It can,
therefore, be concluded that the following approximation holds
for large N :

(FFH)−1 ≈ (NK) diag

(
1

‖f1‖2
, . . . ,

1

‖fK‖2
)

:= ζJ (13)

where (NK) = N
N−K , fk is the kth row of F, ζ := N

N−K and J :=

diag( 1
‖f1‖2 ,

1
‖f2‖2 , . . . ,

1
‖fK‖2 ).

The validity of the approximation in (13) can be seen from
Fig. 1, where it is observed that for sufficiently large value ofN ,
the percentage error in the approximation is less than 10% when
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L ≤ 20. We remark that studying the effect of approximation
on the solution of (11) is not straightforward since solving the
exact problem incurs combinatorial complexity. Therefore, we
resort to examining the effect of the approximation in isolation
only.

It is remarked that such an approximation reduces otherwise
the highly nonconvex nature of the problem and also legitimizes
the near-optimality of the ZF-precoder for massive-MIMO sys-
tems. Using (13), it can be seen that (11) becomes equiva-
lent to (7) if we use the gain ψ̃A

k = ‖gk‖2(N −K)/N for all
1 ≤ k ≤ L, where gTk is the kth row of H•A and also gTk = fk
if k ∈ U . Subsequently, we can make use of Algorithms 1 or 2
for power allocation.

B. Joint Antenna Selection and Power Allocation Without
QoS-Constraints

Different from the block resource allocation, antenna selec-
tion for instantaneous resource allocation entails determining
the set A. Solving the resulting set-valued problem is difficult
and necessitates making approximations. In order to better un-
derstand the antenna and user selection problems, let us first con-
sider the joint antenna selection and power allocation problem
without the combinatorial user selection requirement. To this
end, the QoS-constraints are temporarily dropped, allowing the
use of successive convex approximation algorithms. The subse-
quent section will reintroduce the QoS-constraints as originally
intended, and utilize the results obtained in Sections IV-A and
IV-B in order to solve (PS) in Section II-B. Henceforth, the
results obtained in Sections IV-A and IV-B will subsequently be
utilized to solve (PS) in Section II-B.

In the literature, the antenna selection problem is often solved
via greedy algorithms whose performance in many cases is far
from optimal [28]. In the context of massive-MIMO systems,
other heuristic algorithms have also been proposed that perform
slightly better than greedy algorithms [30]. This article considers
a more principled approach that will be shown to yield the near-
optimal performance at low complexity. The approach consists
of the following three key steps:

1) relaxing the integer constraint on Δi ∈ {0, 1} to Δi ∈
[0, 1];

2) solving the resulting (nonconvex) problem using
majorization–minimization (MM) [45] or block-
coordinate descent (BCD) [46] approach;

3) randomized rounding [47] to obtain a feasible antenna set
A.

Recall that SINRS(k) =
pk

[(HΔHH)−1]kk
, implying that the

objective function of (PS) is a decreasing function of the term
[(HΔHH)−1]kk. Applying the epigraph trick [48] by introduc-
ing variables tk, the relaxed version of (PS) can be written as

max
p,Δ,t

L∑
k=1

log

(
1 +

pk
tk

)
− c tr(Δ) (PS1

)

s.t.
L∑
k=1

pk + tr(Δ)PRF ≤ PT (14a)

[(HΔHH)−1]kk ≤ tk ∀k ∈ U0 (14b)

0 ≤ Δi ≤ 1 ∀i ∈ A0 (14c)

L ≤ tr(Δ) ≤M (14d)

where t ∈ RL
++ collects the temporary variables {tk}Lk=1.

The relaxed problem in (PS1
) is still nonconvex due to the

nonconvex objective function. Instead, an approximate solution
to (PS1

) will be obtained by exploiting the special structure of
the objective function.

1) MM Algorithm: The MM-algorithm can be applied to
nonconvex problems that admit a simple majorizer. The idea here
is to construct successive convex approximations of the objective
function in (PS1

) that adhere to certain regularity conditions.
Specifically, it is required that the convex surrogate function is
a tight upper bound to the original function. For simplicity, let
us convert (PS1

) into a minimization problem whose objective
function may be written as

f(p, t,Δ) = c tr(Δ)−
L∑
k=1

log(pk + tk) +
L∑
k=1

log(tk)

(15)

where the first two terms are linear and convex, respectively,
while the last term 
(t) :=

∑
k log(tk) is concave. Starting with

an arbitrary initial t0 (further detailed in Section V-B), we make
use of the following majorizer at (υ + 1)th iteration:


(t | tυ) =
L∑
k=1

(
log(tυk)− 1 +

tk
tυk

+
η

2
(tk − tυk)

2

)
(16)

where tυ is the iterate from the previous iteration and η is a
regularization parameter that makes 
(t | tυ) a strongly convex
function of t. Therefore, the convex surrogate of the objective
function becomes

f(p, t,Δ | tυ) = c tr(Δ)−
L∑
k=1

log(pk+tk)+
(t | tυ)

(17)

and the next iterate is obtained by solving

tυ+1 := argmin
t

min
p,Δ

f(p, t,Δ | tυ) (18)

s.t. (14a)− (14d). (19)

Observe here that the objective functionminp,Δ f(p, t,Δ | tυ)
is not smooth in t, and therefore, standard results pertaining to
the convergence analysis of the MM algorithm do not apply (see,
e.g., [45]). Nevertheless, the MM algorithm was found to exhibit
convergent behavior empirically.

2) BCD Algorithm: Next, we consider the BCD-algorithm
where the optimization variables are partitioned into several
mutually exclusive subsets. The algorithm comprises of solving
the optimization problem over each subset of variables in an
iterative fashion. In the present case, we begin with arbitrary
values of Δ0 and p0 and solve the following problems at the
υth iteration.

Block 1: Given Δυ and pυ , the optimal value of t is obtained
by solving the following problem:

tυ+1 = argmax
t

L∑
k=1

log

(
1 +

pυk
tk

)
s.t. [(HΔυHH)−1]kk ≤ tk ∀k = 1, . . . , L. (20)

Interestingly, the objective function as well as the constraints are
separable in each tk, yielding the closed form solution to (21)
as tυ+1

k = [(HΔυHH)−1]kk for all 1 ≤ k ≤ L.
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Block 2: Having tυ+1 and Δυ , the power allocation problem
can be solved as

pυ+1 = argmax
p

L∑
k=1

log

(
1 +

pk

tυ+1
k

)

s.t.
L∑
k=1

pk ≤ PT − tr(Δυ)PRF (21)

which can be solved using the water filling algorithm.
Block 3: Havingpυ+1 and tυ+1, the optimal value ofΔ can be

obtained by solving (PS1
) with respect to Δ. It can be seen that

the resulting problem is convex and can be cast as the following
semidefinite program:

max
Δ

L∑
k=1

log

(
1 +

pυ+1
k

tυ+1
k

)
− c tr(Δ) (22)

s.t.

[
HΔHH ek

eTk tυ+1
k

]
� 0 ∀k ∈ U0

0 ≤ Δi ≤ 1 ∀i ∈ A0 (23)

L ≤ tr(Δ) ≤ min

{
M,

PT −∑L
k=1 p

υ+1
k

PRF

}
(24)

where ek is the vector that has 1 at the kth location and zeros
elsewhere.

Standard convergence guarantees for the BCD algorithm exist
for the case of unconstrained minimization problems with dif-
ferentiable objective functions. In the present case, however, the
constraints are complicated and cannot be readily incorporated
into the objective function without making it nondifferentiable.
Consequently, it is difficult to show that the BCD algorithm in
its current form is convergent. Nevertheless, as we shall see in
Section V, no divergent or oscillatory behavior was observed.

As the final step, we apply the randomized rounding tech-
nique [47], where the ith antenna is selected with probability
Δi while ensuring that the number of antennas is feasible. The
resulting set of antennas serve as the input to the joint user
selection and power allocation problem detailed in Section IV-A.
The entire process is repeated multiple times and the antenna set
that yields the lowest objective function is chosen as the solution.

It can be seen that the proposed algorithms rely on a key
approximation, namely, that the antenna set selected while al-
locating power to all the users without QoS-constraints, is near
optimal when fewer users are selected. Such an approximation
is justified when the K is not too small as compared to L, e.g.,
for the case when QoS threshold γ is small. Conversely, when
γ is high, the antenna set that is optimal for all users may be
suboptimal for a small group of users.

C. Joint Antenna Selection and Power Allocation With
QoS-Constraints

The instantaneous resource allocation problem in (PS) is
solved in three steps. In the first step, an optimal antenna set is
obtained as discussed in the Section IV-B, i.e., without the QoS-
constraints. In the second step, a feasible antenna set with integer
elements ∈ {0, 1} are obtained using the randomization method
detailed earlier. Finally, in the third step, the user scheduling
algorithms provided in Section IV-A are applied. The three steps
are repeated a fixed number of times and the resulting antenna

Fig. 2. Flowchart for the proposed approach in the two resource allocation
scenarios.

TABLE I
PERFORMANCE COMPARISON FOR DIFFERENT USER SCHEDULING SCHEMES

FOR LARGE-SCALE FADING WITH M = N = 128, L = 50, PRF = 0.1 W,
AND Pmax = PT

and user sets are output. It is remarked the overall algorithm is
still heuristic and no claims regarding its convergence can be
made. To provide a more clear understanding for the readers,
Fig. 2 presents the summarized approach followed in this article
for the two resource allocation scenarios.

V. SIMULATION RESULTS

This section provides simulation results and comparisons
between the various proposed schemes discussed under the
block and instantaneous resource allocation scenarios. Simu-
lation results are generated by averaging over 100 Monte Carlo
runs. Unless otherwise specified, we setM = 100, c = 0.1 units
per antenna, PRF = −10 dB per antenna, and γ = 2. We begin
with the discussion of the long timescale resource allocation
in Section V-A and subsequently discuss the short timescale
resource allocation problem in Section V-B.

A. Long Timescale: Block Resource Allocation

The large-scale fading components are set as βk(dB) =
130 + 37.6 log(dk × 10−3) [18], where dk denotes the distance
of the kth user from the BS. For simulation purposes, users
were assumed to be uniformly distributed between dk = 50 to
250 m.

We begin with the quantitative comparison of the sum-rate
performance (in bits/second/hertz) of the proposed algorithms,
i.e., Algorithms 1 and 2 with varying total power budget PT
for a large system as presented in Table I. Recall that Kmax :=
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Fig. 3. Sum-rate performance w.r.t. the total power consumed (in dB) by the
proposed scheme in Algorithm 1 versus Algorithm in [18] with L = 10 and
c = 0.01.

Fig. 4. Utility functionUL(p
�(N),N) for varying power (PT ) with L = 10

and c = 0.01.

max{K | γ
N−K

∑K
k=1

1
ψk

≤ Pmax} and also that K� ≤ Kmax

is the optimal number of users scheduled. The last column in
the table presents the number of bisection searches required to
achieve the optimal performance using the hybrid approach as
discussed in Section III-A under the dual relaxation scheme.
Observe that the dual-relaxation scheme, i.e., Algorithm 2 is
suboptimal for low power budget but achieves the near-optimal
performance as the power budget increases.

Next, we show the key distinction between the proposed
scheme in Algorithm 1 and the proposed scheme of the all/none
algorithm in [18]. The objective problem in [18] is to min-
imize the total power allocated to all the users and to the
RF-circuit associated with each antenna element under a given
QoS-constraint. Thus, a closed-form feasible solution is ob-
tained in [18] that allocates power to all the users if sufficient
power is available or no users are allocated power. Thus, Fig. 3
presents the sum-rate perfromance of both the schemes for a
total power budget of PT (dB) = [2, 6, 10, 14] and is sub-
sequently presented against the actual total power consumed
((
∑
k∈U pk +NPRF)) on average by the two different schemes.

It can be seen that our proposed scheme utilizes all the available
power while the scheme proposed in [18] utilizes less power and
in turn achieves a lower sum-rate. Thus, our proposed scheme
has a clear advantage in a cellular system where the total power
budget is fixed and known.

Fig. 4 shows the utility achieved for PT ranging from 1 to
20 dB. The average number of users scheduled by the Algorithm
1 is denoted by K and the average number of users scheduled
by all/none user scheduling scheme [18] is denoted by Ki. As
expected, the output of Algorithm 1 matches that of the brute

Fig. 5. Utility function UL(p
�(N),N) versus different BS antennas for

various c values with L = 20 and PT = 13 dB.

Fig. 6. Optimal number of antennas (N∗) for varying c values and SINR
threshold (γ) at L = 20 and PT = 13 dB. Total Monte Carlo run = 1000.

force search (BFS) algorithm that examines every possible sub-
set of users for all values ofN . For the purposes of comparison,
Algorithm 2 and the minimum power allocation scheme of [18]
are also presented, where the goal is simply minimize the power
consumption as long as the QoS-constraints are met for all users.
Note that the utility achieved by the method in [18] is lower than
that achieved by the current algorithm as the goals of the two
algorithms are different. The comparison is still included here
simply to demonstrate the different resource allocation modes
possible in massive-MIMO systems. For instance, with PT = 4
dB, the present algorithm schedules only about eight out of
the ten users as compared to the six users scheduled by the
all/none algorithm in [18]. Due to fewer users being scheduled
on average, however, the average utility achieved is only about
a third of that achieved by the proposed algorithm. As expected,
however, the algorithm in [18] also utilizes significantly lower
power, e.g., only about −4 dB power on average even when
PT = 4 dB. Next, we examine the long timescale problem in
greater detail by studying the impact of parameters c and γ.
Fig. 5 shows the utility against the number of transmit antennas
(N ) for different values of c associated with the RF-chains. It
can be seen that the utility increases with N but the peak might
decrease when c is large. Intuitively, when the per-antenna cost
is high, it might be prudent to transmit using a few antennas
only. Conversely, when c is small, it makes no sense to turn off
any of the antennas and N� =M .

To obtain further intuition, Fig. 6 shows a plot of the optimal
number of antennas N� for different values of RF-chain cost
c and SINR threshold γ. As expected, N� decreases monotoni-
cally with c, irrespective of the value ofγ. Interestingly, however,
for low values of c, the optimal number of antennas N� is close
to M and increases monotonically for 1 < γ < 150. In other
words, as long as c is not too high, using more antennas may
offset the loss in utility due to stricter QoS-constraints or higher
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Fig. 7. Sum rate performance of different user scheduling schemes for varying
number of antennas (M = N ) for L = 10 and 20 at Pmax = 10 dB.

γ. However, the intuition does not hold when c is large, since
the additional advantage obtained from using more antennas gets
nullified culminating in lower utility.

B. Small Timescale: Instantaneous Resource Allocation

For the more difficult short timescale problem, we have
assumed D � IL (i.e., βk = 1∀k, as the related performance
analysis would largely depend on the small-scale fading com-
ponent per coherence interval basis rather than the large-scale
fading component which remains constant over multiple coher-
ence interval). We begin again by comparing the different user
scheduling approaches proposed in Section III-A for varying
number of transmit antennas with number of users L = 10 and
20 as shown in Fig. 7. The proposed scheduling schemes are
shown to achieve the near-optimal performance as compared to
the optimal BFS scheme. Observe that for the case whenL = 20
and number of transmit antennas are less than 50, the perfor-
mance of the proposed schemes are suboptimal as a reason of the
poor effective channel gains occurring due to possible presence
of users with bad channel condition. The relative dependency of
ψ̃A
k on the channel of other users is shown to reduce substantially

as the number of transmitting antennas increases, and hence, a
near-optimal performance is achieved. The solution obtained
directly applying (10) called the dual scheme, is seen to perform
the worst for low number of transmit antennas for L = 20. Fur-
thermore, the performance of the dual-scheme can be improved
by applying the dual-relaxation scheme (see Algorithm 2). Thus,
the motivation to use large number of transmit antennas is very
well established, especially to obtain near-optimal performance
in a ZF-precoding system with large number of users.

Next, we compare the performance of the proposed MM
and BCD algorithms with that of the BFS. The performance
of the greedy algorithm from [28], referred to as JASUS, is
also shown for comparison. The JASUS algorithm proposed in
[28] considers a joint antenna selection and user scheduling for
a fixed number of RF chains with the objective to maximize
the sum-rate under the total power constraint. However, since
JASUS was first proposed for a fixed value ofN , we carry out a
line search over all feasible values ofN and pick the solution that
yields the best utility value. Comparison is also included with
the greedy iterative antenna selection (IAS) algorithm in [30]. It
considers a joint antenna selection and user scheduling, where
the objective is to maximize the sum-rate under a total power
constraint w.r.t users power allocation and the power consump-
tion of RF-circuits [digital-to-analog converter (DAC) mixers,

TABLE II
WORST-CASE COMPLEXITY FOR L ≤ N ≤ M

filters] to guarantee a minimum SINR. Furthermore, since the
user scheduling scheme in [30] requires equal received power
allocation at all users, we instead use optimal user scheduling
(via BFS) and power allocation within the IAS algorithm. Note
that the values of M and L are kept small, since the BFS
algorithm is no longer viable for larger values.

It can be seen from Fig. 8(a) that our proposed algorithms
are near-optimal for small γ. Such a behavior suggests that the
loss of optimality due to the massive-MIMO approximation in
Section IV-A, the possibility of getting stuck at a saddle point in
Section IV-B, and due to the use of various heuristics employed
in Section IV, is very small. However, as evident from Fig. 8(b)
and as expected, the utility decreases with γ. However, the
proposed algorithm decreases slowly with γ, in contrast to the
existing algorithms that show larger variations. Nevertheless,
since all the existing algorithms rely on approximations, they
do eventually become suboptimal for large values of γ. Indeed,
JASUS and modified IAS algorithms are far from optimal for
most values of γ and M . It can be seen from Fig. 8(a) and (b),
that MM algorithm is slightly better than the BCD algorithm at
low total power budget (PT ) and also at high SINR threshold
(γ). In conclusion, the loss in the utility from ignoring a few
users is not significant. Consequently, the system considered in
Fig. 8(a) and (b) is not a massive MIMO system. Nevertheless,
it helps us understand how suboptimal the proposed algorithm
is, as compared to the optimal BFS algorithm.

Next, Fig. 8(c) compares the performance of the proposed
MM and the BCD methods for a large system withM = 100 and
L = 50. It can be observed that the utility increases almost lin-
early with increase in the total power budget PT . It is remarked,
however, that the BCD-based algorithm was observed to be
more sensitive to initialization. That is, while the MM algorithm
yielded almost the same utility regardless of the initialization,
the BCD-based algorithm required a good initialization point.
Henceforth, the antenna set obtained from [28] was used as
an initialization point to obtain Δ0 for the MM and the BCD
schemes. Finally, Fig. 9 compares the optimal number of anten-
nas required and the respective utility value achieved at different
cost values c = [0.1 0.05 0.01 0.005 0.001 0.0005 0.0001].

It can be observed that the MM-based algorithm requires
fewer antennas to achieve the same utility as compared to
the BCD and the N -Search JASUS methods. Furthermore, the
number of optimal antennas for the last 2 or 3 values of “c” are
the same for the different schemes. Finally, the complexity of
the proposed algorithms are summarized in Table II.

Note that the big-O notation includes the constant log( 1ε ),
where ε is the desired precision and log( 1ε ) is the number of
steps required by the bisection algorithm used to solve for λ
in Algorithms 1 and 3. Moreover, Algorithm 1 has also been
utilized in the MM, BCD, JASUS, and IAS algorithms.
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Fig. 8. (a) Utility function of all the schemes for varying power (PT ) at M = 10, L = 6, and c = 0.1. (b) Utility function w.r.t. varying SINR threshold (γ) for
M = 10, L = 6, PT = 10 dB, and c = 0.1. (c) Utility function for varying power at M = 100, L = 50 and c = 0.1.

Fig. 9. Optimal antenna selected w.r.t. the optimal utility
achieved for M = 100, L = 10, PT = 10 dB, and γ = 2 at
c = [0.1 0.05 0.01 0.005 0.001 0.0005 0.0001].

VI. CONCLUSION

This article considered the problem of joint antenna selec-
tion and user scheduling in a cellular system enabled with
massive-MIMO. Different from the existing works, a general
utility maximization framework is considered, where the goal
is to optimally select part of transmit antennas limited by the
RF-chains installed at the BS and simultaneously allocate power,
i.e., schedule certain number of mobile users that satisfies the
minimum QoS. The problem is considered under both, long and
short time-scales. While, the user selection requirement renders
the long time-scale problem combinatorial, a polynomial time
algorithm is proposed that still yields the exact solution. For
solving the more challenging short time-scale problem, convex
relaxation-based algorithms are developed that were shown to
significantly outperform the standard greedy approaches while
incurring low complexity. Furthermore, the utility increases with
the number of users to a certain point and starts decreasing
within the set of feasible users for a given total power. Detailed
simulations are provided in order to demonstrate the efficacy of
the proposed algorithms.

APPENDIX A
PROOF OF LEMMA 1

Let U� := {1, . . . ,K} be the optimal set of scheduled users
andp� ∈ RK

++ be the optimal power allocations. By way of con-
tradiction, let us assume that1Tp� =: P � < Pmax. Consider the
power allocation p′ ∈ RK

++ such that p′k = p�k +
p�k
P� (Pmax −

P �), so that1Tp′ = Pmax and p′kP
� = p�kPmax. Let us consider

the SINR difference for the allocationsp′ andp� for the kth user,
given by

(N −K)αkp
′
k

1 + (βk − αk)Pmax
− (N −K)αkp

�
k

1 + (βk − αk)P �

=
αk(N −K)

(1 + (βk − αk)Pmax)(1 + (βk − αk)P �)

× [p′k(1 + (βk − αk)P
�)− p�k(1 + (βk − αk)Pmax)]

=
αk(N −K)(p′k − p�k)

(1 + (βk − αk)Pmax)(1 + (βk − αk)P �)
> 0. (25)

In other words, the SINR of the kth user is always better when
using the power allocation p′ as opposed to when using p�.
Therefore, the allocation p′ is not only feasible with respect to
the QoS-constraints, but also yields a higher sum-rate. However,
such a result is absurd since p� was assumed to the optimal
solution to (6). Therefore, our original hypothesis must be false,
and it must hold that 1Tp� = Pmax.

APPENDIX B
PROOF OF LEMMA 2

For every value ofK ≤ Kmax, there exists a feasible solution
to (7). Indeed, in the worst case whenK = Kmax, allocating the
minimum power pk = γ

(N−K)ψk
to the kth user for 1 ≤ k ≤ K

still yields a feasible power allocation. Having ensured that a
feasible power allocation exists, the required result can be estab-
lished by contradiction. GivenK, let the set of users that yield the
maximum sum-rate in (7) be denoted by U′. By way of contra-
diction, let there be some t ∈ {K + 1, . . . , L} such that t ∈ U′.
Consequently, there must exist a user u ∈ {1, . . . ,K} such that
u /∈ U′. Since ψks are sorted in decreasing order, it holds that
ψu > ψt. As a result, the optimal power pt allocated to user t
is also feasible for the user u since pt ≥ γ

(N−K)ψt
> γ

(N−K)ψu
.

It is, therefore, possible to replace the user t in U′ with the user
u, while allocating it the same power pt. Such a replacement
results in the objective function of (7) increasing by a posi-
tive quantity log[1 + (N −K)ψupt]− log[1 + (N −K)ψtpt],
while the constraints are still satisfied. This result is contradic-
tory, since the set of K users that maximize the sum-rate is U′.
Therefore, the original hypothesis is false, which implies that
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there cannot be any t ∈ {K + 1, . . . , L} that belongs to U′. In
other words, given K, the set of K users that maximize the
sum-rate is given by U = {1, 2, . . . ,K}.
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