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Abstract
We analyse and control friction-induced oscillations in a continuous system due to the drooping characteristics of the friction force. The model consists of a cantilever beam with an end mass that is in frictional contact with a rigid rotating disc. Time-delayed displacement feedback applied normal to the disc surface is used to control the vibrations. Linear stability analysis yields the stability boundary corresponding to the Hopf bifurcation point. Nonlinear analysis is performed to obtain conditions on the control parameters for which the nature of the bifurcation is subcritical such that these values can be avoided. The control parameters for effective quenching of the vibrations are obtained. An interesting regime of control parameters for which the system is stable for low and high velocities but unstable for intermediate velocities is also observed.
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1. Introduction
Friction-induced oscillations have been a nemesis for many mechanical systems as they put restrictions on their operation. One can observe their presence in brake noise, railway wheel squeal, clutch chatter, machine tool chatter, vibrations in linkages with position control, etc. In this paper, we focus on a simple model consisting of a cantilever beam with an end mass in frictional contact with a rigid rotating disc. We also study the feasibility of controlling the vibration of the end mass using a delayed feedback.

Several mechanisms have been discussed in the literature for friction-induced vibrations. The most studied mechanism is the presence of an effective negative damping in the governing equations of motion (Hinrichs et al., 1998; Thomsen, 1999; Popp and Rudolph, 2004; Hetzler et al., 2007). This negative damping appears due to the drooping characteristic of the friction force in the low relative velocity regime. Various models have been proposed to account for a decrease in the friction force with increasing relative velocity and a brief discussion of these models can be found in (Saha et al., 2010). Mode coupling instability or binary flutter (an instability due to non-conservative displacement dependent forces) is another widely studied instability mechanism. Two structural modes of the system approach each other with the variation of a system parameter until their merger which subsequently results in an unstable mode. This mechanism does not require a variable frictional force to induce vibrations. Some minimal models for this instability have been discussed by Hoffman et al. (2002) and Hoffmann and Gaul (2003). Kinematic sprag–slip (Ibrahim, 1994; Hoffmann and Gaul, 2010), wherein the motions in the normal and tangential directions are coupled causing the normal force to vary with varying displacements, is yet another mechanism which can give rise to instability with a constant friction coefficient.

Different models have been studied for systems with friction-induced vibrations depending on the mechanism under consideration. The model most commonly used to understand the physics of the frictional instability consists of a mass on a moving belt. Friction-induced oscillations due to the drooping characteristic
of the friction force are analysed by considering a single degree-of-freedom (DOF) spring–mass damper system on a moving belt (Hinrichs et al., 1998; Thomsen, 1999; Popp and Rudolph, 2004; Chatterjee, 2007; Hetzler et al., 2007; Saha et al., 2010; Saha and Wahi, 2010). However, a cantilever beam in frictional contact with a moving belt or a rigid rotating disc was considered by Popp and Stelter (1990) and Stelter (1992) to analyse the effect of drooping friction on the continuous system and they found periodic as well as chaotic motions. The mode-coupling instability is in general modelled by a two-DOF system on a moving belt (Hoffman et al., 2002; Hoffmann and Gaul, 2003). More complicated models for the mode-coupling instability have been considered in relation to brake squeal which includes the flexibility of the disc (Ouyang et al., 1998; Flint and Hulten, 2002; Shin et al., 2002). Ouyang et al. (1998) in their study found that the effective negative damping due to the drooping characteristics reduced the unstable region due to the mode-coupling instability. On the other hand, the kinematic sprag–slip instability is commonly modelled by an inclined cantilever beam in contact with a moving belt (Ibrahim, 1994; Hoffmann and Gaul, 2010). In this paper, we consider a model consisting of a cantilever beam with an end mass in contact with a rigid rotating disc to analyse the friction-induced instability due to the drooping characteristics. A more comprehensive model including the mode-coupling effect has not been attempted here for simplicity of analysis and ease of understanding the effects of the various parameters on the vibrations and its control.

The work reported in this paper is motivated by an experimental study by Nakae et al. (2010) on a mountain bike disc brake system which shows that squealing is primarily due to the drooping friction characteristics and the ensuing vibrations are in the plane of the disc surface. They have also identified vibrations involving out-of-plane disc motions referred to as chatter which occurs less frequently than squealing. However, the review paper by Kinkaid et al. (2003) on brake squeal suggests various (and often contradictory) major contributors to the squealing noise based on experimental findings. Some of these are squealing due to the in-plane vibrations of the disc (Matsuzaki and Izumihara, 1993; Dunlap et al., 1999), the vibrations of the pads and the brake calipers (Felske et al., 1978) and coupling of the various modes of the brake assembly (Murakami et al., 1984; Nishiwaki et al., 1989). Also, some recent experiments using a laboratory set-up to mimic automotive disc brakes support the mode-coupling phenomena as the main cause of brake squeal (Giannini et al., 2006; Giannini and Massi, 2008). It may be noted that the model considered in this study does not completely represent a brake squeal model since the rotating disc is considered to be rigid. Incorporation of the flexibility of the disc will incorporate possibilities of mode-coupling phenomenon and will correspond better with brake squeal. This extension will be attempted in future. Some other practical applications related to the current study involve frictional instability of the atomic force microscopy (AFM) tip during contact mode scanning, wiper blade noise, and the instability of the hard drive read–write mechanism (Sheng, 2008).

Researchers have adopted different strategies to control friction-induced vibrations. Thomsen (1999) used high-frequency tangential excitation in controlling friction-induced vibrations. Popp and Rudolph (2004) discussed the use of a dynamic vibration absorber as a passive means to control friction-induced stick–slip motion. Neubauer and Oleskiewicz (2008) used piezo-ceramics to control brake squeal with a PD feedback control while von Wagner et al. (2004) considered ‘smart pads’ and optimal control feedback. Time-delayed feedback control for frictional instability has been studied extensively (Chatterjee, 2007; Das and Mallik, 2006; Saha et al., 2010; Saha and Wahi, 2010). Neubauer et al. (2005) experimentally investigated the use of time-delayed velocity feedback to control friction-induced vibrations. To check the feasibility of controlling friction-induced vibrations in the simplified model considered in this study, we have used a time-delayed control force (as used by Chatterjee (2007) and Saha and Wahi (2010)) applied in the normal direction (as used by Neubauer et al. (2005) and Saha and Wahi (2010)).

The rest of the paper is organised as follows. In Section 2 we derive the mathematical model. The dynamics of the uncontrolled system is analysed in Section 3. Section 4 is devoted to the analysis of the controlled system and its behaviour. Some salient results for the controlled system are discussed in Section 5. Finally, we draw some conclusions in Section 6.

2. The mathematical model

To obtain an understanding of the basic mechanism of friction-induced vibrations in a continuous system, we consider a simplified system consisting of a flexible beam with an end mass that is in frictional contact with a rotating disc as shown in Figure 1. This simplified model is inspired by an experimental set-up developed in our laboratory to study friction-induced vibrations (Pandey, 2010). Our main objective is to study the oscillations of the end mass only. For that purpose, we only consider the bending modes of the flexible beam. We further simplify the problem by considering that the disc rotates in a single plane, i.e. we neglect the bending vibrations and the wobbling motion of the disc. This allows us to assume that the normal force at the interface between the mass and the
disc does not change during oscillations of the mass. We further neglect the in-plane torsional vibrations of the disc effectively making it a rigid body. Under these assumptions, the governing equation for the system corresponding to vibrations in the $X$–$Y$ plane shown in Figure 2 is

$$EI \frac{d^4 V(X, t)}{dX^4} + \rho A \frac{d^2 V(X, t)}{d t^2} = 0, \quad (1)$$

where $E$ is the modulus of elasticity and $\rho$ is the mass density of the beam material, $I = B H^3/12$ is the area moment of inertia of the beam cross section and $A = B H$ is the cross-sectional area. The boundary conditions for the beam equation (1) are $V(0, t) = 0, \partial V/\partial X|_{X=0} = 0, \partial^2 V/\partial X^2|_{X=L} = 0$ and a non-homogenous boundary condition

$$M \frac{d^2 V}{d t^2} |_{X=L} - EI \frac{d^2 V}{d X^2} |_{X=L} = F_R(V_r), \quad (2)$$

where $M$ is the mass of the slider, $L$ is the length of the beam, $F_R(V_r) = F_n^* \mu(V_r)$ is the friction force, $F_n^*$ is the total normal load acting on the end mass, $\mu(V_r)$ is the friction function, and $V_r$ is the relative velocity between the disc and the end mass. In Figure 1, $F_n^* = N_0 + F_{c1}^*$, where $N_0$ is the externally applied normal load (the braking force) and $F_{c1}^*$ is the control force. We consider a time-delayed control force of the following form (Chatterjee 2007; Saha and Wahi 2010)

$$F_{c1}^* = -K_{p1} [V(L, t) - V(L, t - T_1^*)] \quad (3)$$

where $K_{p1}$ is the control gain, $T_1^*$ is the time delay, and $V(L, t)$ is the deflection of the end mass. Using the non-dimensional quantities

$$x = \frac{X}{L}, \quad y = \frac{V}{L}, \quad \tau = \Omega t, \quad T_1 = \Omega T_1^*, \quad \Omega = \sqrt{\frac{EI}{\rho A L^3}} \quad r_m = \frac{\rho A L}{M} \quad (4)$$

$N_0 = \frac{N_0^*}{M \Omega^2 L}, \quad K_{p1} = \frac{K_{p1}^*}{M \Omega^2}, \quad v_d = \frac{V_d}{\Omega L}, \quad v_r = \frac{v_r}{\frac{\Omega L}{T_1}}, \quad (5)$

the governing equation becomes

$$\frac{d^4 y}{d\tau^4} + \frac{d^2 y}{d\tau^2} = 0 \quad (6)$$

with the boundary conditions: $y(0, \tau) = 0, \partial y/\partial X|_{X=0} = 0, \partial^2 y/\partial X^2|_{X=L} = 0$ and

$$\frac{d^2 y}{d\tau^2} |_{\tau=1} - r_m \frac{d^2 y}{d X^2} |_{X=1} = (N_0 + K_{p1} (y(1, \tau - T_1) - y(1, \tau))) \mu(v_r). \quad (7)$$

We consider the polynomial friction model (as used by Thomsen (1999)) for the analysis given by

$$\mu(v_r) = \mu_s \text{sgn}(v_r) - \frac{3}{2} (\mu_s - \mu_m) \left( \frac{v_r}{v_m} - \frac{1}{3} \left( \frac{v_r}{v_m} \right)^3 \right), \quad (8)$$

where $v_r$ is the (non-dimensional) relative velocity between the mass and the disc, $\mu_s$ is the coefficient of static friction, and $v_m$ is the velocity corresponding to $\mu_m$, the minimum coefficient of kinetic friction ($\mu_m \leq \mu_s$). The choice of the polynomial friction model is based on pure slipping motions observed in our experimental set-up (Pandey 2010). For ease of numerical integration $\text{sgn}(v_r)$ is replaced by its smooth approximation $\tanh(\kappa v_r)$ with $\kappa = 500$.

We further reduce the partial differential equation (4) to a set of ordinary differential equations (ODEs) using modal projections along similar lines as Stelter (1992) and Kelly (2000). We use the mode shapes of a cantilever beam with an end mass for the reduction
following the procedure outlined by Kelly (2000). The modal solution of Equation (4) can be written in the variable separable form as
\[
y(x, \tau) = \sum_{i=1}^{\infty} \Psi_i(x) \gamma_i(\tau).
\] (7)
Considering only a finite number of mode shapes we have
\[
y(x, \tau) = \sum_{i=1}^{n} \Psi_i(x) \gamma_i(\tau),
\]
where \(n\) is the number of mode shapes considered for the analysis. The mode shapes \(\Psi_i(x)\) are
\[
\Psi_i(x) = C_i ((\cos(p_i) + \cosh(p_i)) \\
(\sin(p_i) x - \sinh(p_i) x) - (\sin(p_i) + \sinh(p_i)) \\
(\cos(p_i) x - \cosh(p_i) x)), \quad i = 1, 2, \ldots, n,
\] (8)
where
\[
C_i = \frac{p_i}{\sqrt{r_m (1 + \cos(p_i) \cosh(p_i))^2 + p_i^2 (\sin(p_i) + \sinh(p_i))^2}}.
\] (9)
The natural frequencies \(p_i\) in Equation (8) are obtained from the frequency equation
\[
1 + \cos(p_i) \cosh(p_i) + \frac{p_i}{r_m} (\cos(p_i) \sinh(p_i) \\
- \sin(p_i) \cosh(p_i)) = 0.
\] (10)
The natural frequencies in the dimensional form are \(\omega_i = p_i^2 \Omega\). The mode shapes \(\Psi_i(x)\) in Equation (8) satisfy the orthonormality properties
\[
\frac{1}{r_m} \left( \Psi_i(1) \Psi_j(1) \right) + \int_0^1 \Psi_i(x) \Psi_j(x) dx = \delta_{ij},
\] (11a)
\[
\frac{p_i^4}{r_m} \left( \Psi_i(1) \Psi_j(1) \right) + \int_0^1 \Psi_i(x) \frac{d^4 \Psi_j(x)}{dx^4} dx = p_i^4 \delta_{ij}.
\] (11b)
These mode shapes obviously satisfy the governing equation along with the homogeneous boundary conditions, i.e., \(d^4 \Psi_i / dx^4 - p_i^4 \Psi_i = 0, \Psi_i(0) = 0, d\Psi_i / dx |_{x=0} = 0, \)
\(d^2 \Psi_i / dx^2 |_{x=1} = 0\). The relationship obtained for the corresponding nonhomogeneous boundary condition is
\[
\frac{d^4 \Psi_i}{dx^4} |_{x=1} = -\frac{p_i^4}{r_m} \Psi_i(1).
\] (12)
Substituting the modal solution given by Equation (7) into Equation (4) results in
\[
\sum_{i=1}^{n} \frac{d^4 \Psi_i}{dx^4} \gamma_i + \sum_{i=1}^{n} \Psi_i \frac{d^2 \gamma_i}{d\tau^2} = 0.
\] (13)
Multiplying Equation (13) by \(\Psi_j\) and integrating over the domain \([0, 1]\), we obtain
\[
\sum_{i=1}^{n} \int_0^1 \Psi_i(\xi) \frac{d^4 \Psi_i(\xi)}{dx^4} d\xi \\
+ \sum_{i=1}^{n} \int_0^1 \Psi_i(\xi) \Psi_j(\xi) d\xi = 0
\] (14)
that reduces to (using the orthonormality conditions given by Equations (11a) and (11b))
\[
\sum_{i=1}^{n} p_i^4 \gamma_i \left( \delta_{ij} - \frac{1}{r_m} \left( \Psi_i(1) \Psi_j(1) \right) \right) \\
+ \sum_{i=1}^{n} \frac{d^2 \gamma_i}{d\tau^2} \left( \delta_{ij} - \frac{1}{r_m} \left( \Psi_i(1) \Psi_j(1) \right) \right) = 0,
\] (15)
\Rightarrow \frac{d^2 \gamma_j}{d\tau^2} + p_j^4 \gamma_j = \frac{1}{r_m} \sum_{i=1}^{n} \left( \frac{d^2 \gamma_i}{d\tau^2} + p_i^4 \gamma_i \right) \Psi_i(1) \Psi_j, \quad j = 1, \ldots, n.
\] (16)
The terms on the right-hand side of Equation (16) can be evaluated using the non-homogenous boundary condition. To this end, we substitute the modal solution, i.e. Equation (7) into Equation (5) and obtain
\[
\sum_{i=1}^{n} \Psi_i(1) \frac{d^2 \gamma_i}{d\tau^2} - r_m \sum_{i=1}^{n} \frac{d^2 \Psi_i}{dx^2} \gamma_i \\
= \left( N_0 + K_{pl} \left( \sum_{i=1}^{n} \Psi_i(1) \gamma_i - \sum_{i=1}^{n} \Psi_i(1) \gamma_i \right) \right) \mu(v_r),
\] (17)
where \((\gamma_i)_{T_i} = \gamma_i(\tau - T_i)\) and \(v_r = v_{rd} - \sum_{i=1}^{n} \Psi_i(1) \gamma_i\). Equation (17) can be simplified using Equation (12) to
\[
\sum_{i=1}^{n} \left( \frac{d^2 \gamma_i}{d\tau^2} + p_i^4 \gamma_i \right) \Psi_i(1) \\
= \left( N_0 + K_{pl} \left( \sum_{i=1}^{n} \Psi_i(1) \gamma_i - \sum_{i=1}^{n} \Psi_i(1) \gamma_i \right) \right) \mu(v_r)
\] (18)
which gives us the right-hand side of Equation (16). Substitution of Equation (18) into Equation (16) yields
\[
\frac{d^2 \gamma_j}{d\tau^2} + p_j^4 \gamma_j \\
= \Psi_j(1) \left( N_0 + K_{pl} \left( \sum_{i=1}^{n} \Psi_i(1) \gamma_i - \sum_{i=1}^{n} \Psi_i(1) \gamma_i \right) \right) \mu(v_r), \quad j = 1, \ldots, n.
\] (19)
Considering only the first mode \((n = 1)\), Equation (19) reduces to
\[
\frac{d^2y_1}{dt^2} + p_1^A y_1 = \frac{\Psi_{11}}{r_m} \left( N_0 + K_{p1} \left( (y_1')(T_1) - y_1 \right) \right) \mu(v_r),
\]
where \(v_r = v_d - \Psi_{11} (dy_1/dt)\). If we consider the first two modes \((n = 2)\) for the analysis, we obtain the following coupled equations
\[
\frac{d^2y_1}{dt^2} + p_1^A y_1 = \frac{\Psi_{11}}{r_m} \left( N_0 + K_{p1} \left( (y_1')(T_1) - y_1 \right) \right) \mu(v_r), \tag{21a}
\]
\[
\frac{d^2y_2}{dt^2} + p_2^A y_2 = \frac{\Psi_{21}}{r_m} \left( N_0 + K_{p1} \left( (y_1')(T_1) - y_1 \right) \right) \mu(v_r), \tag{21b}
\]
where \(v_r = v_d - (\Psi_{11}(dy_1/dt) + \Psi_{21}(dy_2/dt))\). We represent the displacement and velocity of the mass as \(y_m = \sum_{i=1}^{n} \Psi_{1i} y_i\) and \(y'_m = \sum_{i=1}^{n} \Psi_{2i} y'_i\), where ‘prime’ denotes the derivative with respective to the non-dimensional time \(\tau\).

The continuous system can have a countably infinite number of mode shapes. However, the dynamics for practical situations is mostly governed by finitely many mode shapes. Hence, it is desirable to obtain the minimum number of mode shapes to accurately capture the dynamics of interest. For this purpose, the phase plot of the limit cycle for the uncontrolled system \((K_{p1} = 0)\) for a standard set of parameter values \(v_d = 0.1, r_m = 0.8, N_0 = 0.02, \mu_s = 0.4, \mu_m = 0.25\) and \(v_m = 0.2\) is presented considering only the first mode and the first two modes in Figure 3. It can be observed from Figure 3 that the limit cycle obtained by considering the first two modes does not deviate much from that obtained by considering only the first mode. Therefore, we will only consider the first mode approximation for our future analysis.

The equilibrium or steady-state of Equation (20) is
\[
y_{1s} = \frac{q_1 N_0 \mu(v_d)}{\omega_{n1}^2}, \tag{22}
\]
where \(q_1 = \Psi_{11}/r_m\) and \(\omega_{n1}^2 = p_1^A\). Shifting the origin to the equilibrium state by introducing \(z_1 = y_1 - y_{1s}\) (\(z'_1 = y'_1\), \(z''_1 = y''_1\)), we obtain the non-dimensional equation in the shifted coordinate \(z_1\) as
\[
z''_1 + \omega_{n1}^2 z_1 = q_1 N_0 (\mu(v_r) - \mu(v_d)) + q_1 \Psi_{11} K_{p1} (\{z_1\}_{T_1} - z_1) \mu(v_r), \tag{23}
\]
where \((z_1)_{T_1} = z_1 (\tau - T_1)\) and \(v_r = v_d - \Psi_{11} z'_1\). For the analytical study, we consider only pure slipping motions \((\text{sgn}(v_r) = 1)\) for which Equation (23) can be modified to
\[
z''_1 + \omega_{n1}^2 z_1 = q_1 \left( N_0 + \Psi_{11} K_{p1} (\{z_1\}_{T_1} - z_1) \right)
B_1 z'_1 + B_2 z''_1 + B_3 z'_3
+ q_1 \Psi_{11} K_{p1} \left( (z_1)_{T_1} - z_1 \right) \mu(v_d), \tag{24}
\]
where
\[
B_1 = \Psi_{11} \alpha_1 \left(1 - v_d^2/v_m^2\right), \quad B_2 = \Psi_{11} \alpha_1 v_d/v_m^2, \quad B_3 = \frac{3}{2} (\Psi_{11} \alpha_1/v_m^2),
\]
\[
\mu(v_d) = \mu_s + \alpha_1 v_d/3 v_m^2 - \alpha_1 v_d,
\]
\[
\alpha_1 = \frac{1}{2} (\mu_s - \mu_m)/v_m.
\]
3. Dynamics of the uncontrolled system

In this section, we study the dynamics of the uncontrolled system ($K_{p1} = 0$) in some detail. For this case, Equation (23) reduces to

$$z''_1 + \alpha_{n1}^2 z_1 = q_1 N_0 (\mu(v_r) - \mu(v_d)).$$  \hspace{1cm} (25)

As mentioned earlier, we consider only pure slipping motion for the analytical study and the relevant equation (from Equation (24)) is

$$z''_1 + \alpha_{n1}^2 z_1 = q_1 N_0 (B_1 z'_1 + B_2 z''_1 + B_3 z^3_1).$$  \hspace{1cm} (26)

The linearized form of Equation (26) is

$$z''_1 - q_1 N_0 B_1 z'_1 + \alpha_{n1}^2 z_1 = 0.$$  \hspace{1cm} (27)

Equation (27) has the same form as a damped harmonic oscillator and the stability boundary (Hopf point) separating the stable and unstable equilibrium is given by $B_1 = 0$ (equivalent to zero damping) which corresponds to $v_d = v_m$. When $v_d < v_m$, $B_1 > 0$ and the equilibrium is unstable. On the other hand, for $v_d > v_m$ we have $B_1 < 0$ and thus the equilibrium is stable. We next perform a nonlinear analysis to obtain an estimate of the amplitudes of the resulting vibrations in the linearly unstable regime and to affirm the nature of the bifurcation which should be supercritical (Thomsen 1999; Saha et al. 2010).

3.1. Nonlinear analysis using the method of averaging

To perform averaging we first convert Equation (26) into the standard form as follows

$$z''_1 + \alpha_{n1}^2 z_1 = \epsilon f(z_1(t), z'_1(t)), \quad 0 < \epsilon \ll 1,$$  \hspace{1cm} (28)

where

$$\epsilon f(z_1(t), z'_1(t)) = q_1 N_0 (B_1 z'_1 + B_2 z''_1 + B_3 z^3_1).$$  \hspace{1cm} (29)

For $\epsilon = 0$, the system is a simple harmonic oscillator (SHO). Accordingly, for $\epsilon \neq 0$ the solution is assumed to be

$$z_1 = A_{1um}(\tau) \cos(\omega_{n1} \tau + \phi_1(\tau)), \hspace{2cm} (30a)$$

$$z'_1 = -\omega_{n1} A_{1um}(\tau) \sin(\omega_{n1} \tau + \phi_1(\tau)), \hspace{2cm} (30b)$$

where the amplitude $A_{1um}$ and the phase $\phi_1$ are slowly varying functions of time $\tau$. Following the standard procedure for the method of averaging (Sanders et al. 2007), we get the following amplitude equation:

$$A'_{1um} = (L_{1a})_{um} A_{1um} + (NL_{1a})_{um} A_{1um}^3,$$  \hspace{1cm} (31)

where

$$(L_{1a})_{um} = \frac{q_1 N_0}{2} B_1,$$  \hspace{1cm} (32a)$$

$$(NL_{1a})_{um} = \frac{3 q_1 N_0 \omega_{n1}^2}{8} B_1.$$  \hspace{1cm} (32b)

Equating $A'_{1um}$ to zero we obtain the fixed points as: (i) $A_{1um} = 0$ which is the steady state or equilibrium of the system and (ii) $A_{1um} = \sqrt{-(L_{1a})_{um}/(NL_{1a})_{um}}$ which is the amplitude of the limit cycle. $(L_{1a})_{um} = 0 \Rightarrow B_1 = 0$ gives us the Hopf point where the stability of the equilibrium changes. This gives us the Hopf point as $v_{dan} = v_m$, which is exactly the same as obtained from the linear stability analysis discussed above. The nature of the Hopf bifurcation is determined from the sign of $(NL_{1a})_{um}$ or equivalently the sign of $B_1$ which is negative. Thus, the nature of Hopf bifurcation is supercritical. Therefore, considering $v_d$ as the bifurcation parameter, the equilibrium $A_{1um} = 0$ is globally stable for $v_d > v_{dan}$. Substituting for $B_1$ and $B_3$ in Equation (32) and the resulting expressions in the solution for the limit cycle amplitude $A_{1um}$, we obtain

$$A_{1um} = \frac{2}{\Psi_{11} \omega_{n1}^2} \sqrt{v_m^2 - v_d^2}.$$  \hspace{1cm} (33)

It may be noted that in all of the above expressions the subscripts ‘a’, ‘um’ and ‘o’ denote the method of averaging, the uncontrolled system and the Hopf point, respectively. We can infer from Equation (33) that the amplitude of the limit cycle for a given $v_d$ depends on the parameters $\Psi_{11}$ and $\omega_{n1}$ which themselves depend on the mass ratio $m$, and the velocity corresponding to the minimum kinetic coefficient $v_m$ while it is independent of the normal load $N_0$ and the friction coefficients $\mu_r$ and $\mu_m$. These analytical findings are verified against numerical simulations in the next subsection by considering several bifurcation diagrams with $v_d$ as the bifurcation parameter. We also obtain the range of parameters for which the assumption of small beam deflections used in obtaining the Euler–Bernoulli beam equation (1) is valid.

3.2. Parametric studies of the uncontrolled system

We analyse the effect of different system parameters on the behaviour of the system through numerically
generated bifurcation diagrams. These bifurcation diagrams have been obtained using a fixed arc-length based continuation scheme discussed by Wahi and Chatterjee (2008). In the bifurcation diagrams, the maximum displacement $(y_{max})$ of the end mass is plotted as a function of the disc velocity at the point of contact with the end mass $(v_d)$.

We first consider the effect of the normal load $N_0$ which is equivalent to the braking force in Figure 4. It can be observed from Figure 4 that the amplitude of the vibration for any given $v_d$ increases with an increase in $N_0$ in contrast to the analytical finding of the previous section. However, the variation in the amplitude is not significant for major portions of the pure-slipping regime and this variation can be obtained analytically using a higher-order analytical calculation which is not attempted here. An interesting fact to note from Figure 4 is that the disc velocity $v_d$ corresponding to the impending stick–slip motion does not vary with a variation in $N_0$ and hence the regions with pure slipping and stick–slip motions are unaffected by the normal load.

The bifurcation diagrams in Figure 5 are plotted for different $v_m$ values. As mentioned earlier, $v_m$ is the velocity corresponding to the minimum kinetic friction coefficient $\mu_m$, and depends on the frictional interface. It may be noted that the friction parameters cannot be varied in a continuous fashion in experiments to study their effect. Hence, these diagrams are generated basically to obtain the parameter sets for which our model based on small deflection theory is valid. Figure 5 shows that the amplitude of the stick–slip limit cycle for a given $v_d$ is independent of $v_m$ whenever such motions exist. However, the qualitative nature of the solutions for a given $v_d$ depends on $v_m$ e.g. for a disc velocity of $v_d=0.14$, the motion is stick–slip type for $v_m=0.2$, pure slip for $v_m=0.15$ and no vibrations exist for $v_m=0.1$. As expected, the maximum amplitude (at impending stick–slip motion) becomes larger as the value of $v_m$ is increased.

As noted in our previous discussion, the mass ratio $r_m$ acts as a crucial parameter since it affects the eigenvalue $\omega_{n1} = \rho_1^2$ as well as the mode shapes (and, hence, $\Psi_{11}$). However, the effect of $r_m$ on these parameters is non-trivial making equation (33) practically useless for the study of its effect on the amplitude of the vibrations. The effect of the variation in $r_m$ on the resulting vibrations is depicted in Figure 6 that shows an increase in the maximum displacement with a decrease in $r_m$. It can be noted from this figure that the maximum displacement becomes quite high for smaller $r_m$ values causing a breakdown of the validity of our model. However, the qualitative nature of the solutions are independent of $r_m$.

Before proceeding further, we ascertain the range of the parameter values for which the Euler–Bernoulli beam equations are valid. For this consideration, we assume that the beam deflections are small until they are less than 0.15 times the length of the beam. Accordingly, our model is valid until $(y_{max}) = 0.15$. Based on this criterion and the parametric studies in this section, we choose the parameter set for our further analysis as $\mu_s = 0.4$, $\mu_m = 0.25$, $v_m = 0.2$, $N_0 = 0.02$ and $\kappa = 500$. 
$r_m = 0.8$. For this parameter set, the maximum deflection of the end mass $(y_m)_{\text{max}}$ is approximately 0.12 which falls well within the small deflection limit. For $r_m = 0.8$, we have $p_1 = 1.1918$, $\omega_{n1} = p_1 \approx 1.4204$ and $\Psi_{11} = 0.8199$.

4. The controlled system and its behavior

In this section, we analyse the system given by Equation (23) which involves the control force as well. We start with a linear stability analysis to obtain the stability boundary corresponding to the Hopf bifurcation point.

4.1. Linear stability analysis

The linearized equation about the equilibrium point $z_1 = 0$ is

$$z_1'' + \omega_{n1}^2 z_1 = q_1 N_0 B_1 z_1' + q_1 \Psi_{11} K_{p1}(z_1(t-T_1) - z_1) \mu(v_d). \tag{34}$$

Substituting $z_1 = c_0 e^{s \tau}$, we obtain the corresponding characteristic equation as

$$s^2 + \omega_{n1}^2 = q_1 N_0 B_1 s + q_1 \mu(v_d) \Psi_{11} K_{p1}(e^{-s T_1} - 1). \tag{35}$$

On the stability boundary there is a purely imaginary root, i.e. $s = \pm j \omega$, where $\omega$ is the frequency of the ensuing periodic oscillation. Accordingly we substitute $s = \pm j \omega$ in Equation (35) and separate the real and imaginary parts to obtain

$$-\omega^2 + \omega_{n1}^2 = q_1 \mu(v_d) \Psi_{11} K_{p1}(\cos(\omega T_1) - 1), \tag{36a}$$

$$\omega q_1 B_1 N_0 = q_1 \mu(v_d) \Psi_{11} K_{p1} \sin(\omega T_1). \tag{36b}$$

Solving Equations (36a) and (36b) we get the critical values of the control parameters $K_{p1}$ and $T_1$ in terms of $\omega$ for a given value of the disc velocity $v_d$ as

$$K_{p10} = -\frac{N_0^2 B_1^2 \omega^2 q_1^3 - 2 \omega^2 q_1^2 + \omega^4}{2 q_1 \mu(v_d) \Psi_{11}(\omega_{n1}^2 - \omega^2)} \tag{37a}$$

$$T_{10} = \frac{2}{\omega} \tan^{-1}\left[\frac{\omega_{n1}^2 - \omega^2}{\omega q_1 N_0 B_1}\right]. \tag{37b}$$

Considering the control gain $K_{p1}$ as our bifurcation parameter, we determine the stable and unstable regions by checking the transversality condition, i.e.

$$R_1(\omega, K_{p1}) = \text{sgn}\left[\text{Re}\left(\frac{ds}{dK_{p1}}\right)\right]$$

$$= \text{sgn}\left[q_1^2 \mu(v_d)(\cos(\omega T_{10}) - 1)\right]$$

$$(\mu(v_d) \Psi_{11} K_{p10} T_{100} \cos(\omega T_{10}) - q_1 N_0 B_1)$$

$$+ (q_1^2 \mu(v_d))^2 \Psi_{11} K_{p10} T_{100} \sin^2(\omega T_{100})]. \tag{38a}$$

The equilibrium is stable for $K_{p1} > K_{p10}$ if $R_1 < 0$ and unstable for $K_{p1} > K_{p10}$ if $R_1 > 0$. It was shown by Saha and Wahi (2010) that a linear control force in the normal direction can change the nature of the bifurcation. Hence, a nonlinear analysis is required to ascertain the range of the control parameters for which the bifurcation is supercritical in nature. This analysis is our next step.

4.2. Nonlinear analysis by the method of averaging

We use the method of averaging to obtain a qualitative understanding of the time-delayed control on the stability of the system owing to the simplicity of the obtained expressions (Saha et al. 2010). We first rewrite Equation (24) in the standard form as follows

$$z_1'' + \omega_{n1}^2 z_1 = \epsilon f(z_1(\tau), z_1'(\tau), (z_1)_{\tau_1}), \quad 0 < \epsilon \ll 1, \tag{39}$$

where $(z_1)_{\tau_1} = z_1(\tau - T_1)$ and

$$\epsilon f(z_1(\tau), z_1'(\tau), (z_1)_{\tau_1}) = q_1 \left[N_0 + \Psi_{11} K_{p1}(z_1_{\tau_1} - z_1)\right]$$

$$+ \left[B_1 z_1' + B_2 z_1'' + B_3 z_1''\right]$$

$$+ q_1 \Psi_{11} K_{p1}(z_1_{\tau_1} - z_1) \mu(v_d). \tag{40}$$
Following the standard procedure for the averaging of systems with delays outlined in Saha et al. (2010), Saha and Wahi (2010) and Wahi and Chatterjee (2004), we obtain the following amplitude equation

\[ A'_1 = L_{1a} A_1 + NL_{1a} A_1^3, \]  

(41)

where

\[ L_{1a} = q_1 \left[ N_0 B_1 \omega_{n1} - \Psi_{11} K_{p1} \mu(v_d) \sin(\omega_{n1} T_1) \right], \]

(42a)

\[ NL_{1a} = \frac{3}{4} q_1 \left[ N_0 B_3 \omega_{n1}^3 - \Psi_{11} K_{p1} B_2 \omega_{n1}^2 \sin(\omega_{n1} T_1) \right]. \]

(42b)

To obtain the amplitudes of the limit cycles which are the non-trivial fixed points of Equation (41), we equate \( A'_1 \) to zero and obtain \( A_{1a} = \sqrt{-L_{1a}/NL_{1a}} \). Clearly the existence of a limit cycle demands the sign of \( L_{1a} \) and \( NL_{1a} \) to differ. The stability of the solutions are determined by the sign of the derivative

\[ \frac{dA'_1}{dA_1} = L_{1a} + 3 \frac{NL_{1a}}{} A_1^2 \]  

(43)

evaluated at the fixed points of Equation (41). The derivative given by Equation (43) at the fixed points are \( dA'_1/dA_1 \bigg|_{A_1=0} = L_{1a} \) and \( dA'_1/dA_1 \bigg|_{A_1=A_{1a}} = -2L_{1a} \), respectively. The sign of these two derivatives leads to the following two cases:

1. When \( L_{1a} < 0 \), \( dA'_1/dA_1 \bigg|_{A_1=0} = L_{1a} < 0 \) and \( dA'_1/dA_1 \bigg|_{A_1=A_{1a}} > 0 \). This implies that the steady state is stable and the limit cycle, if it exists, is unstable. The limit cycle exists only if \( NL_{1a} > 0 \). The coexistence of an unstable limit cycle with a stable equilibrium signifies a subcritical Hopf bifurcation.

2. When \( L_{1a} > 0 \), \( dA'_1/dA_1 \bigg|_{A_1=0} > 0 \) and \( dA'_1/dA_1 \bigg|_{A_1=A_{1a}} < 0 \). In this case the equilibrium is unstable. The existence of a stable limit cycle demands \( NL_{1a} < 0 \) and the bifurcation is supercritical in nature.

Since the control parameters (\( K_{p1} \) and \( T_1 \)) affect both the \( L_{1a} \) and \( NL_{1a} \) terms, the control force can change the nature of the bifurcation from supercritical to subcritical. This is undesirable because a stable large-amplitude stick–slip limit cycle coexists with a stable equilibrium close to the stability boundary for a subcritical bifurcation. This makes the system prone to vibrations even for \( v_d > v_{dao} \). Therefore, we should obtain the criticality point where the nature of the bifurcation changes and avoid control parameters which induce subcritical Hopf bifurcations in the system. To this end, we first obtain the disc velocity \( v_d \) at the Hopf point corresponding to a given set of control parameters \( K_{p1} \) and \( T_1 \). Equating \( L_{1a} \) to zero yields

\[ a_3 v_d^3 + a_2 v_d^2 + a_1 v_d + a_0 = 0, \]

(44)

where \( a_0 = \mu_s K_{p1} \sin(\omega_{n1} T_1) - N_0 \omega_{n1} \alpha_1 \), \( a_1 = -\alpha_1 K_{p1} \sin(\omega_{n1} T_1) \), \( a_2 = N_0 \omega_{n1} \alpha_1/v_m^2 \) and \( a_3 = (\alpha_1/3 v_m^2) K_{p1} \sin(\omega_{n1} T_1) \). The real positive roots of the cubic equation (44) give us the critical disc velocities \( v_{dao} \). The condition \( L_{1a} = 0 \) can also be written as

\[ K_{p1ao} \sin(\omega_{n1} T_{1ao}) = \frac{N_0 \omega_{n1} \alpha_1 (1 - (v_{dao}/v_m)^2)}{\mu_s + \frac{\mu_s}{v_m}} v_{dao} - \alpha_1 v_{dao}. \]

(45)

The condition for a subcritical bifurcation (\( NL_{1a} > 0 \)) is possible in Equation (42b) only when \( \sin(\omega_{n1} T_1) < 0 \) giving us an initial estimate of the undesirable delay range as \( \pi /\omega_{n1} < T_1 < 2 \pi /\omega_{n1} \). The condition \( NL_{1a} > 0 \) further results in the inequality

\[ v_{dao} < -\frac{N_0 \omega_{n1}}{3 K_{p1ao} \sin(\omega_{n1} T_{1ao})}. \]

(46)

Substituting Equation (45) into Equation (46), we finally obtain the condition for subcriticality as

\[ v_{dao} > \left( \frac{3}{2} \frac{\mu_s v_m^2}{\alpha_1} \right)^{1/3} = v_{dacr}. \]

(47)

where \( v_{dacr} \) is the disc velocity corresponding to the criticality point. Now, substituting \( \alpha_1 = \frac{3}{2} \left( (\mu_s - \mu_m)/v_m \right) \) into the expression for \( v_{dacr} \) we obtain

\[ v_{dacr} = \left( \frac{\mu_s}{\mu_s - \mu_m} \right)^{1/3} v_m. \]

(48)

Clearly, \( v_{dacr} > v_m \) which further implies that \( v_{dao} > v_m \). Thus, subcritical bifurcations are obtained only when the critical disc velocity for the controlled case becomes higher than that for the uncontrolled case. The set of control parameters corresponding to this case is anyway undesirable since the control force is destabilising the otherwise stable system. Hence, for the choice of parameters for which the control is effective we will not obtain subcritical bifurcations.
5. Results and discussions for the controlled system

We first consider the linear stability boundaries in the control parameter plane ($T_1$ vs. $K_{p1}$ plane) given by Equations (37) in Figure 7. The stability boundaries are shown in Figure 7 for different disc velocities $v_d$ which correspond to various locations of the end mass on the disc or different RPM of the motor for our experimental set-up. The disc velocities are chosen to be less than the uncontrolled system critical disc velocity such that the control is effective. It is observed from Figure 7(a) that for higher disc velocities the stable region increases as expected. However, Figure 7(b) shows intersection of two stability boundaries for two different disc velocities as is evident from the inset. Therefore, there could be two distinct critical disc velocities for a particular set of control parameters corresponding to the intersection point. To fully understand the implication of this intersection, we analyse the critical disc velocity $v_{do}$ as a function of the control parameter $T_1$.

Figure 8 depicts the variation in $v_{do}$ with $T_1$ for different values of $K_{p1}$ obtained by numerically solving equations (36). It is observed that the critical disc velocity $v_{do}$ first decreases with increasing $T_1$ for small values of $K_{p1}$ (Figure 8(a)), reaches a minimum at around $T_1 = 1.1 \approx \pi/2 \omega_{n1}$ and then increases again. The $v_{do}$ curves for different $K_{p1}$ values approximately intersect.
each other at a value of $T_1$ around $(T_1)_{in} = 2.185 \approx \pi/\omega_n$. These observations can be understood as follows. The stability boundary from the approximate results using the method of averaging (Equation (42a)) is given by

$$N_0 B_1 \omega_n - \Psi_{11} K_{p1} \mu(v_d) \sin(\omega_n T_1) = 0. \quad (49)$$

For the minima of the $v_{do}$ vs. $T_1$ curve, we have $\partial v_{df}/\partial T_1 = 0$ which immediately implies from the above equation that $\cos(\omega_n T_1) = 0$ or $T_1 = \pi/2 \omega_n$. Next, we note that the various stability boundaries of Figure 8 seem to intersect each other at $v_{do} = 0.2$ which is the critical velocity of the uncontrolled system ($v_{do} = v_m = 0.2$). For this value, $B_1 = 0$ which requires $\sin(\omega_n T_1) = 0$ or $T_1 = \pi/\omega_n$ to satisfy Equation (49). For $0 < T_1 < (T_1)_{in}$, $v_{do}$ decreases with increasing $K_{p1}$. Note that the critical disc velocity of the controlled system $v_{do} > (v_{do})_{un} = v_m$ for $T_1 > (T_1)_{in}$ making it an undesirable range for control applications. Owing to periodicity of the harmonic function, more regions of desirable $T_1$ values are obtained in the higher delay range. Another interesting phenomenon is observed when we use higher values of $K_{p1}$ say 0.087. There is another disconnected branch of the $v_{do}$ curve which appears in the low $v_{do}$ range. Accordingly there is a range of $T_1$ values (0.8–1.3) for which the system is stable for very small $v_d$. It becomes unstable in the intermediate $v_d$ range before stabilising further. This observation is in accordance with Figure 7(b) where two stability boundaries for two different $v_d$ intersect at a particular point. With an increase in $K_{p1}$ to 0.087506, these two branches meet approximately to form a cusp. A further increase in $K_{p1}$ causes the branches to separate once again but the split this time involves higher and lower $T_1$ values. The minimum gap between the two branches signifying the ‘completely stable region’ where the system is stable for any disc velocity increases with increasing $K_{p1}$.

The above observations are further verified by plotting bifurcation diagrams with $v_d$ as the bifurcation parameter as shown in Figure 9. The parameter values in Figure 9(a) are in accordance with Figure 8(a) (the dash-dotted line) while the parameter values in Figure 9(b) are in accordance with Figure 8(b) (the dotted line). We have used the software package DDE-biftool (Engelborghs et al. 2002) to plot these bifurcation diagrams with $\tanh(v_d)$ replaced by $\tanh(500v_d)$. It is observed from Figure 9(a) that only one bifurcation point $v_{do}$ exists for $K_{p1} = 0.08$ and the amplitudes of the vibrations follow the same trend as $v_{do}$, i.e. initially decreasing with increasing $T_1$ until approximately 1.1 and increasing afterwards. However, we observe from Figure 9(a) that for $K_{p1} = 1.0$ an increase in $T_1$ induces two bifurcation points signified by two critical disc velocities $v_{do1}$ and $v_{do2}$ ($v_{do2} > v_{do1}$). Pure slipping limit cycles emerge from these points and are connected to each other by stick–slip limit cycles. The equilibrium is stable for $v_d < v_{do1}$ and $v_d > v_{do2}$.

We next consider the $T_1$ value of 1.1 corresponding to the ‘completely stable region’ and obtain some estimates of the maximum control forces that are required to achieve stability. To this end, we analyse some time-displacement relationships before and after the application of the control force as shown in Figure 10 for different $K_{p1}$ values. The control force is applied at $\tau = 200$ for which the motion has settled to a stable stick–slip limit cycle of amplitude approximately 0.074. The variation of the corresponding control forces $F_{c1}$ with time is plotted in Figure 11. It is observed from Figure 10

![Figure 9. Bifurcation diagrams with $v_d$ as the bifurcation parameter. Parameters: $\mu_s = 0.4, \mu_m = 0.25, \nu_m = 0.2, r_m = 0.8, N_0 = 0.02$ and $\kappa = 500$, with (a) $K_{p1} = 0.08$ and (b) $K_{p1} = 0.1$.](image-url)
that the system stabilises quickly for higher $K_{p1}$ values. However, this requires a higher initial control force as observed from Figure 11. For some cases (e.g. $K_{p1} = 0.25$) the extremal values of the control force $(F_{c1})_{max}$ exceeds the pre-normal load $N_0$ in magnitude resulting in a momentary loss of contact between the end mass and the disc. This induces vibrations normal to the disc which might cause additional instabilities. Hence, very large values of $K_{p1}$ are also not desirable. We have also plotted the evolution of the amplitudes obtained from the method of averaging in Figure 10 to check the validity of the averaging results. Note that the match is good for $K_{p1} = 0.15, 0.2$ and $0.25$ while it does not match very well for $K_{p1} = 0.1$. This is possibly due to the fact that the value of $0.1$ is very close to the exact stability boundary (see Figure 7) and the results from the averaging method are not very good in this regime due to the approximations involved (Saha et al., 2010).

6. Conclusions

We have analysed the dynamics and control of friction-induced oscillations due to the drooping characteristic of the friction force in a continuous system. We have considered a model consisting of a mass connected at the end of a cantilever beam which is in frictional contact with a rigid rotating disc. The mathematical model has been developed using the Euler–Bernoulli beam theory. The orthonormal mode shapes of a cantilever
beam with an end mass are utilised to reduce the partial differential equation governing the system to a set of ordinary differential equations. The dynamics of the uncontrolled system has been studied to obtain the parameter values satisfying the small deflection criteria for the validity of the beam equation. For these parameter values, the feasibility of controlling the vibrations using a time-delayed control force applied normal to the disc has been established. The stability boundaries corresponding to the Hopf bifurcation obtained using a linear analysis reveals the possibility of completely quenching the vibrations by an appropriate choice of control parameters. Desirable ranges of the control parameters for an effective control of vibrations have also been obtained. For certain choices of control parameters the controlled system has been found to be stable for low and high disc velocities but unstable for intermediate ones.

Figure 11. Variation of the control force with time (τ). Parameters: v_d = 0.1, μ_s = 0.4, μ_m = 0.25, v_m = 0.2, r_m = 0.8, N_0 = 0.02, k = 500 and T_1 = 1.1, with (a) K_p1 = 0.1, (b) K_p1 = 0.15, (c) K_p1 = 0.2 and (d) K_p1 = 0.25.
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