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ABSTRACT

Delay lines are integral parts of wideband beamforming systems and continuous-time

equalizers. Ideal delay lines can only be implemented using lossless transmission lines

terminated with its characteristic impedance at both ends. A lumped element realiza-

tion using an all-pass filter having linear phase can approximate a delay line within its

delay bandwidth. Higher the order, more the realizable delay. However, all-pass filter

architectures reported in the literature are limited to first and second order filters which

can realize limited delays within a given bandwidth. Larger delays are realized by cas-

cading multiple units of the lower order filters. Cascading introduces parasitic poles,

thus causing distortions in magnitude or delay characteristics. This limits the maximum

number cascadable unit cells, in turn limiting the maximum achievable delay.

This thesis proposes an all-pass filter architecture that can be generalized to high

orders, and can be realized using active circuits. Using this a compact true-time-delay

element with a widely tunable delay and a large delay-bandwidth product is demon-

strated. This is useful for beamforming and equalization in the lower GHz range where

the use of LC or transmission line based solutions to realize large delays is infeasi-

ble. Coarse tuning of delay is realized by changing the filter’s order while keeping the

bandwidth constant and fine tuning is implemented by changing the filter’s bandwidth

utilizing the delay-bandwidth tradeoff. A test chip fabricated in 0.13µm CMOS process

demonstrates a delay tuning range of 250 ps–1.7 ns, over a bandwidth of 2 GHz, while

maintaining a magnitude deviation of ±0.7 dB. The filter achieves a delay-bandwidth

product of 3.4 and a delay per unit area of 5.8ns/mm2. The filter has a worst case

noise figure of 20 dB, and −40 dB IM3 distortion for 37mVppd inputs. The chip occu-

pies an active area of 0.6mm2, and dissipates 112 mW–364 mW of power between its

minimum and maximum delay settings. Computed radiation pattern with four antennas

spaced by 7.5 cm (half wavelength at the maximum frequency of 20 GHz) shows ±90o

beam steering off broadside.

Exploiting the feasibility of large delay-bandwidth product of this architecture, a

high order all-pass filter has been used to demonstrate true-time expansion and compres-
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sion of narrow, wideband, finite width, continuous-time pulses. It is based on storing an

input pulse as state-variables in a continuous-time filter whose delay exceeds the pulse

duration, and, once the pulse is completely “inside” the filter, reducing or increasing its

bandwidth. Expansion and compression enable processing and generation of high speed

pulses using low speed circuits. The proposed method can be implemented on an IC

unlike photonic or microwave implementations based on dispersive media. It is more

accurate and less complex than IC implementations using a high frequency chirped

VCO and on-chip group delay dispersion. It avoids high speed sampling and is more

immune to jitter than sampling the signal on a capacitor array. Pulse expansion and

compression by factors of 1.8× and 1.7× respectively are demonstrated in a 0.13µm

CMOS process. The prototype chip includes a filter whose bandwidth can be switched

between 870 MHz and 472 MHz and circuitry to generate Gaussian/monopulse for test-

ing. It occupies 1.6 mm2 and consumes 370 mW.
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Chapter 1

Continuous-time Delay Elements for Broadband Signal

Processing

1.1 Introduction

Wireless communication systems use antennas to propagate information through space.

When a single antenna is used, the radiation is spread out broadly around the antenna.

Fig. 1.1(a) shows an example of an antenna with a radially symmetric radiation pattern.

However, there are many applications which demand directional communication where

Σ Σ

Waves

Voltages /
currents

0

(a) (b) (c)

d
τd

θ

(d
/c
) s
in
(θ
)

currents
Voltages /Voltages /

currents

Figure 1.1: (a) Radiation pattern of an isotropic antenna. (b) Illustration of beamform-

ing using a two antenna system. (c) Illustration of changing the beam direc-

tion using electronic delays.

it is required to focus the radiated energy in the desired direction. Using two antennas

results in a more focussed beam pattern as shown in Fig. 1.1(b). The radiation pattern

from each of the individual antennas constructively interfere at a direction normal to

the antenna array and produce a beam maximum, and the radiation intensity rolls off at
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angles further from the normal. The beam direction of this antenna array can be pointed

to an arbitrary angle θ, by applying an appropriate electronic time delay, τd, to the signal

arriving at one of the antennas. This is illustrated in Fig. 1.1(c). The beam rotates to an

angle θ such that the total path delay of the signal through each of the antenna paths is

identical, which implies (d/c) sin(θ) = τd, where d is the spacing between the antennas,

and c is the speed of light. This spatial selectivity in the angle of reception is akin to

filtering a signal based on the direction of arrival. Such arrangements of two or more

antennas are called phased array antennas, and the electronic circuitry controlling the

spatial filtering are called beamforming systems.

As a consequence of spatial filtering, phased array systems have the following ad-

vantages.

• The antenna array of a phased array transmitter performs a vector summation

of the signals in the electromagnetic (EM) domain, and adds in magnitude in

the direction of transmission. However, the uncorrelated noise from each of the

individual paths adds in power. This increases the signal-to-noise ratio (SNR) of

the transmitted and the received signal, thus relaxing the noise specifications of

the receiver.

• Thanks to spatial filtering a phased array receiver is able to attenuate strong

nearby blocker signals from any unwanted direction while continuing to com-

municate with a transmitter in another direction. This relaxes the linearity re-

quirements of the circuitry succeeding the beamformer.

The above advantages have made beamforming systems an attractive option for appli-

cations like radar and through wall imaging. Also, in the near future the roll out of the

fifth generation (5G) wireless standards having carrier frequencies in the range of 28–

30 GHz will enable the integration of multiple antennas [1] in a single cell phone, thus

paving the way for beamforming systems to infiltrate the world of millions of handheld

devices.

From the simplistic illustration of the phased array system in Fig. 1.1, it is evident

that the the core of the technique is the electronically controlled variable delay element

which is responsible for steering the beam in the direction of choice. The first integrated

circuit phased array beamformer was reported in [2] in 2004. There has been a plethora

of publications in this domain ever since using variety of delay elements. The following

section reviews some of the most widely used beamforming architectures. The rest of

the document will concentrate on beamforming receivers unless otherwise mentioned.

2
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1.2 Narrow band beamforming

τs(t) s(t− τ)

τsin(ωct) sin(ωct− ωcτ)

Φsin(ωct) sin(ωct− Φ)

Make Φ = ωcτ

Figure 1.2: Phase shift mimicking time delay for a sinusoidal signal.

A time delay of τ to a narrow band signal around a center frequency ωc/(2π) can

be approximately modeled as shifting of phase of the sinusoidal carrier by ωcτ . This is

shown in Fig. 1.2. Because phase shifters are easier to design than true-time-delay ele-

ments in CMOS technologies, architectures based on narrow band phase shifters have

become popular. To do this the baseband signal of interest is modulated with a high

0
0

Σ

LO

Φ

LNA

Mixer

Phase shifter

(a) (b)

s(t− τ)ej(ωct−ωcτ)

s(t)eωct

Φ

e−jωLOt

Σs0(t) s0(t)
d

x1(t)

x2(t)

e−jωLOt

s(t)eωct

s(t− τ)ej(ωct−ωcτ)

θ

1

2

1

2

τ = (d/c) sin(θ) x1(t)

x2(t)

Figure 1.3: (a) Principle of narrow band beamforming using phase shifters for a two

antenna system. (b) Realization of (a) using LO phase shifting.

frequency carrier. For most of the reported literature the baseband bandwidth is ≤ 1%

of the carrier frequency [3]. The narrow band nature of the up-converted signal enables

the architecture to mimic a time delay with the phase shift of the sinusoidal carrier. The

individual outputs are summed to achieve spatial filtering and down-converted back to

baseband through a mixer. The underlying assumption behind a narrowband imple-

mentation is that, the baseband signal remains almost constant across the time delay of

interest (about one cycle of the carrier). A conceptual illustration of the same is shown

in Fig. 1.3(a) for a two antenna system. d represents the antenna spacing, θ the direction

of beam arrival, s(t) the baseband signal, ωc the angular frequency of the modulating

3
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carrier, Φ the incremental phase shift in the signal path, and ωLO the the angular fre-

quency of the LO. For a signal arriving at an angle θ from the normal to the antenna

array, the delay in arrival experienced by the waveform incident on channel 1, with re-

spect to channel 2, is τ = (d/c) sin(θ). Assuming that the phase shifters do not affect

the baseband envelope of the high frequency carrier, the the signals in each channel are

expressed as

x1(t) = s(t− τ)e−jωcτej(ωc−ωLO)t and x2(t) = s(t)e−jΦej(ωc−ωLO)t (1.1)

The beamformed signal at the output of the summer can be expressed as

s0(t) = (s(t)e−jΦ + s(t− τ)e−jωcτ )ej(ωc−ωLOt) (1.2)

Choosing Φ = ωcτ = ωc(d/c) sin(θ), and assuming s(t) ≈ s(t− τ), yields a maximum

at the output (2s(t)) indicating the direction of beam arrival. Since there is a one-to-one

relation between θ and Φ for θ = [−90o,+90o], Φ uniquely represents the direction of

arrival of the incoming beam.

Fig. 1.3(b) phase shifts the local oscillator (LO) signal [3]. Mixing, phase shifting

and summing yields

s0(t) = (s(t)e−jΦ + s(t− τ)e−jωcτ )ej(ωc−ωLOt) (1.3)

Again, for narrow band applications s(t) ≈ s(t − τ). Thus, if Φ = ωcτ the beam

maximum (2s(t)) is detected at an angle Φ which represents the direction of arrival.

However for both Fig. 1.3(a,b), if the carrier frequency changes from ωc, the angle

of observation of beam maximum also deviates from Φ. This phenomenon of frequency

dependence of the observed beam direction is called beam squinting [4], which eventu-

ally limits the bandwidth of the baseband signal.

Also, as the bandwidth of the baseband signal becomes a significant fraction of

ωc/(2π), s(t − τ) can no longer be approximated as s(t). This makes observed max-

imum of the detected beam direction-dependent. If such a system is used for wireless

reception of digital signals, this error will lead to degradation in the error vector mag-

nitudes (EVM)[3], especially for standards demanding dense constellation points. This

4
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is likely to make narrow band beamforming challenging for 5G standards, where the

baseband signal bandwidth is expected to be around 1 GHz for a carrier frequency of

28 GHz [1]. However, if the phase shifters are replaced by true-time-delays, both beam

squinting and EVM degradation are reduced.

In applications like ground penetrating radars or through wall imaging consider-

able high frequency signal attenuation [5][6] makes modulated carrier based narrow-

band band beamforming unattractive. Because of these reasons, exploring wideband

efficient true-time-delay architectures is of interest.

1.3 Broadband beamforming

Σ

τ

Σ

w1 w2 wn

τ τchannel

(a) (b) (c)

τ0

τ1

τN

Delay

LNA

Σ

LO

τ0

τ1

τN

V0

s(t)

s(t− τ)

s(t−Nτ) s0(t) s0(t)

Figure 1.4: Applications of true-time-delay elements: (a) Beamforming by delaying

and combining at RF [7]. (b) Beamforming at IF by delaying and combining

after downconversion [9]. (c) Channel response equalization [8].

From the discussions in Section 1.2 it is evident that using true-time-delays instead

of phase shifters can reduce the challenges like bandwidth limitations and EVM degra-

dation for wideband signals. Fig. 1.4(a) [7] shows an N + 1 channel beamforming ar-

chitecture where the signal received by each element of an antenna array is delayed and

combined to achieve directional selectivity. τ is the arrival delay of the signal s(t) with

respect to its neighbor and τi|0−>N are the variable electronic delays in each channel.

The beamformed output can be expressed as

s0(t) =

N∑

0

s(t− iτ − τi) (1.4)

To produce a beam maximum, the extra path delay iτ with which the signal arrives

5
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s0|max = (N + 1)smaxPeak
Detector

Peak
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Figure 1.5: Spatial filtering illustration of an N + 1 element TTD beamformer for a

broadband input. Delays are assigned to produce maximum (a) and mini-

mum (b) at the output.

at the ith channel is compensated by a frequency independent electronic delay, τi =

(N − i)τ , to produce (N +1)s(t). The output, (N +1)s(t) is independent of frequency

implying that there is no beam squinting. This is shown in Fig. 1.5(a). To detect an

incoming beam at an angle 90o from the normal, and thus support full spatial coverage,

the maximum required delay is given by the time taken by the EM wave to traverse the

antenna array along its axis, i.e.,

τmax = N(d/c) (1.5)

For a given delay range of τmax < N(d/c), the range of angles to which the beam can

be steered is given by [−θmax, θmax], where θmax = sin−1(τmax(c/d)).

For effective spatial filtering the beam pattern shown in Fig. 1.1(b) should be as

narrow as possible. For an N+1 element beamformer the beam patterns of narrowband

signals has a maximum of (N+1)s(t), and a minimum of 0. The minimum occurs when

the signals from different paths destructively interfere with each other. The beamformed

6
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output for a sinusoidal signal with carrier frequency of ωc incident normal to the antenna

array is expressed as

s0(t) = 1 + e−jωcτd + e−j2ωcτd + . . .+ e−jNωcτd (1.6)

where τd is the unit delay of the true-time-delay element. The scanning angle θ corre-

sponding to the delay τd can be expressed as θ = sin−1((c/d)τd). This implies

|s0(t)| =
∣
∣
∣
∣

sin(ωc(N + 1)(d/c) sin(θ)/2)

sin(ωc(d/c) sin(θ)/2)

∣
∣
∣
∣

(1.7)

Fig. 1.6(a) shows the beamformed output for a sinusoidal signal with antenna spacing

at λfmax/2 for different number of antennas, where λfmax is the wavelength of the EM

wave of the frequency ωc. Fig. 1.6(b) is the polar representation (a). From (1.7) and

Fig. 1.6(a, b) it is evident that the beam patterns become sharper with increasing number

of antenna elements.
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Figure 1.6: (a) Normalized magnitude of the beamformed output for different scanning

angles using a narrowband signal. (b) Polar representation of (a).

Beam patterns using wideband pulses depend on the type of pulses and their widths

with respect to the time taken by the EM wave to traverse the antenna array. It can

be verified with numerical simulations that increasing the number of antennas leads to

sharper broadband radiation patterns. This is shown in Fig. 1.7 for a Gaussian monopulse

having width1 = 2(d/c)

The intuition behind this can be illustrated from Fig. 1.5. When the time delay

1Width of a Gaussian monopulse is defined as the time interval between half its maximum and min-

imum values. For a more elaborate discussion on the choice of the pulse the reader is referred to Sec-

tion 2.2.

7
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Figure 1.7: (a) Normalized magnitude of the beamformed output for different incident

angles using a broadband Gaussian monopulse input. (b) Polar representa-

tion of (a).

elements are adjusted to align the input waveforms in time, the output has a maximum

value of (N + 1) × s(t)max. This is shown in Fig. 1.5(a). Conversely, when the time

delays are set such that none of the pulses in any of the channels overlap on each other,

the output has maximum of s(t)max. This is shown in Fig. 1.5(b). The ratio of the

maximum and minimum of the beam pattern is N + 1. The beam width becomes

smaller with the increase in the number of antennas in the array. As beam patterns

become narrower, beam steering with smaller resolutions becomes necessary to ensure

full spatial coverage between ±θmax. This requires finer granularity in the delays of the

delay elements.

The spatial filtering, resolution and the SNR of these beamforming systems improve

as the number of antenna elements increases. Its implication from (1.5) is an increase

in the required maximum delay. All the above analysis and conclusions are also valid

for modulated carrier based communication systems after downconversion as shown in

Fig. 1.4(b) [9]. Fig. 1.4(c) shows a continuous-time equalizer. Here again, the longer

the impulse response of the channel, the longer must be the delay span of the equalizer.

The group delay has to be uniform over the signal bandwidth. Continuous-time wide-

band pipelined ADCs such as the one reported in [10] requires 1.5 times the clock cycle

delays to compensate for the time delay between the continuous-time analog input and

the continuous-time DAC output for calculating residues at each stage. Since the input

is wideband, the delay element also needs to have a wide bandwidth.

8
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Therefore, for beamforming with a large number of antennas or for realizing large-

span equalizers, or even in some modern continuous time piplelined ADCs, there is

a need to realize delay elements which maintain a large, flat group delay over a wide

bandwidth. In other words, true-time-delay elements with a large delay-bandwidth

product (DBW) are necessary.

1.4 Integrated circuit delay elements in the literature

and their limitations

A true-time-delay element imparting a delay Td has a transfer function of e−sTd , which

has linear phase and constant magnitude characteristics. This is realizable only us-

ing ideal transmission lines (or passive realization of the same) terminated with the

characteristic impedance [7]. For applications targeted at lower GHz frequencies like

ground penetrating radars, wall imaging systems [5], or beamforming at baseband [9] in

millimeter-wave communication, the length of the transmission lines or size of the in-

ductors is impractically large for integrated circuit realizations. Moreover, the insertion

loss of transmission lines increase with their lengths and the the inductor losses increase

with increase in their sizes. This causes roll-off of the magnitude characteristics, which

eventually limit the operating frequency of the delay lines [7][11].

All-pass filters (APFs) having linear phase over a range of frequencies have unity

magnitude response and a flat delay response over the same frequency range. Lattice

APF [12] is a passive element based filter architecture which is systematically syn-

thesizable. Synthesis of a lattice filter based APF is shown in Fig. 1.8. Fig. 1.8(a)

shows an unit cell of the filter. If the impedances Z1 and Z2, are related with the ter-

mination impedance Z0 as Z2
0 = Z1Z2, it can be shown [12] that the output voltage

V1 = V0
Z0−Z1

Z0+Z1
. Let Z1 and Z2 be a capacitor and an inductor having impedances 1/sC

and sL respectively such that L/C = R2. For Z0 = R, V1 =
1−sCR
1+sCR

, which is a first or-

der all-pass transfer function, having magnitude response of unity and a nominal delay

of 2RC. Also, since the input impedance of this unit cell is equal to Z0 [12], multiple

such blocks can be cascaded to realize longer delays. Variable delays can be generated

by using a multiplexer (MUX) as shown in Fig. 1.8(b). Multiplexing stages adds output

parasitic capacitance at each stage (due to the input capacitance of the MUX). This de-

9
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Figure 1.8: (a) An unit lattice filter cell. (b) Higher order all-pass filter realized using

cascades of unit lattice filters [12].

grades the all-pass transfer function by introducing magnitude and delay droops. This

degradation becomes more severe as the number of stages increases, eventually limiting

the maximum number of stages that can be cascaded. Along with with the insertion loss

of the inductors, this eventually limits the maximum realizable delay.

Inductorless, active-RC implementations of long time constants can lead to com-

pact realizations which can be tiled to form large arrays. In the literature, active true-

time-delays are implemented using all-pass filters (APFs) [14][13] which have a transfer

function of the form HAP (s) = D(−s)/D(s), where D(s) is a polynomial of s. An

APF has a flat magnitude response, and twice the delay of the corresponding lowpass

filter 1/D(s), and is a better alternative for realizing a true-time-delay element. For

realizing a true-time-delay, D(s) can be chosen to be some polynomial approximation

to the ideal exponential esTd , such as those used for Bessel or equiripple group de-

lay (EGD) filters. The higher the order, the better the approximation. To realize long

delays over wide bandwidths, i.e. a large delay-bandwidth product, a high order filter

is necessary. But unlike lowpass filters which can be systematically synthesized for any

order, APF architectures in the literature are mostly limited to first and second orders.

Examples of these are shown in Fig. 1.9 ([13, 15, 14]). In the absence of parasitic poles

10
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in [14] (c) Second order APF in [15]. CL at the output of each delay cell is

the output parasitic capacitance.

Fig. 1.9(a) and (b) have first order all-pass transfer function of the form

HAP1(s) =
1− s/ω1

1 + s/ω1
(1.8)

and Fig. 1.9(c) has a second order transfer function of the form

HAP2(s) =
1− s/(ω2Q) + (s/ω2)

2

1 + s/(ω2Q) + (s/ω2)2
(1.9)

where ω1, ω2, and Q are functions of the circuit components. Both (1.8) and (1.9) have

unity magnitude response and their phase response can be tailored to provide linear

phase by modifying ω1, ω2, and Q, by adjusting the component values. However, the

parasitic capacitances at the output (and at some internal node) of each of these archi-

tectures introduce one or two additional parasitic poles which introduce magnitude and

phase deviations. Higher order APFs are realized using a cascade of first or second or-

der filters and their outputs multiplexed to realize a variable delay as shown in Fig. 1.10.

Cascading and multiplexing of stages adds to the output parasitic capacitance and low-

ers the parasitic pole frequency, worsening the roll-off and limiting the bandwidth of the

system. Techniques like inductive peaking are used to counter the phase roll-off [14],

but this causes in-band gain deviations for different delay settings [14]. This limits the

number of cells which can be cascaded, and consequently the maximum achievable

delay.
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D2(s) 1 + sτp

1D3(−s)
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Figure 1.10: Realization of large delays using cascade of first and second order delay

cells. D1(s), D2(s), D3(s) are first or second order polynomials. Excess

phase lag and magnitude droop caused by output parasitic capacitance of

each delay cell is modeled as 1/(1 + sτp).

Hayahara’s structure [16] is an example of an active filter based higher order APF

which can be systematically synthesized without cascading unit cells. However, like the

lattice filter based architecture, this too suffers from the effect of parasitic capacitances

to ground.
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Figure 1.11: Scatter plot showing the magnitude deviations of reported delay lines with

respect to delay (range)-bandwidth product. Red and blue markers repre-

sent active and passive realizations respectively.

To summarize, efficacy of delay lines (both passive and active) is limited by the

magnitude deviations they incur while realizing large delay-bandwidth products. The

trade-off between large delay-bandwidth product and magnitude flatness can be cap-

tured by plotting the gain variation of the reported delay lines in literature versus delay

bandwidth product. This is shown in Fig. 1.11. This is a scatter plot of the measured

magnitude deviation versus the measured delay-bandwidth product of most of the re-
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ported2 monolithic implementations of the true-time-delay cells in IEEE R©. The points

marked in red and blue represent active and passive realizations respectively. An ideal

delay line with a large delay and flat magnitude response will be positioned far right on

the x axis in Fig. 1.11. However, it can be observed that, an attempt to achieve higher

delay has invariably led to larger magnitude variations.

1.5 Objective and organization of the thesis

The previous sections discussed about the necessity and architectures of the true-time-

delay elements reported in literature. From these discussions it was concluded that even

though delay lines realizing large delays over wide bandwidths are necessary for many

applications like wideband beamforming, equalization, and even modern continuous-

time pipelined ADCs, realization of large delay-bandwidth products have hit a bottle-

neck due to the distortion of magnitude and / or delay characteristics of the delay lines

due to effects of insertion loss and interface parasitic effects arising out of cascading of

multiple stages. Expectedly, these effects are more prominent in the architectures real-

izing higher delay-bandwidth products. Active implementations of delay lines trying to

equalize these artifacts and realize compact area efficient solutions using unit delay cells

have been handicapped by the interface parasitic capacitances of these units. Keeping

these design issues in the forefront, one of the objectives of this thesis is to break the

trade-off between realization of large delays and compromising on the flatness of the

magnitude response and realize a delay line architecture to validate the objective.

In the latter half the proposed delay line architecture has been used in an application

of expansion and compression of continuous-time analog pulses hitherto not reported in

literature. This is an IC realization of the method proposed in [28] using the proposed

delay line with the objective of realizing a monolithic solution and reducing the chip

area of the pulse expansion and compression architectures.

Chapter 2 proposes the all-pass filter architecture used to realize the true-time-delay

line. An analysis of the efficacy of the architecture for maintaining flat magnitude

2To the best of our knowledge this diagram contains all the reported architectures of TTD imple-

mentations which contain measured data for both group delay and magnitude till Sep. 2017. Some

implementations of the same architecture for different applications have been omitted. [11] has been left

out due to its extremely large gain droop of 35 dB.
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response regardless of the delay is presented. An analysis technique to quantify the

error due to distortion of the AC response of the delay line is presented.

Chapter 3 discusses the design and circuit details of the all-pass filter introduced

in Chapter 2. Methods to realize a range of delays from the single active delay line

are introduced. Several design trade-offs between noise, mismatch and distortions are

discussed.

Chapter 4 presents the measurement results of the delay line architecture introduced

thus far. The proposed delay line is benchmarked with the state-of-the art architectures

reported in literature and its efficacy validated.

Chapter 5 discusses the motivation behind realizing expansion and compression of

continuous-time analog pulses, and the architectures reported in literature. The useful-

ness of the proposed delay line in realizing an area efficient IC implementation of pulse

expansion / compression is discussed. The design challenges, techniques to mitigate

them, and circuit details are presented.

Chapter 6 presents the measurement results demonstrating expansion and compres-

sion of continuous-time wideband analog pulses. The proposed solution is bench-

marked with the state-of-the-art architectures realizing pulse expansion and compres-

sion and its efficacy in reducing the chip area validated.

The building block of the all-pass filter which is used as a delay line in this work

is a gain-enhanced high frequency transconductor. This is proposed in Chapter 7. The

design details, theoretical analysis of its operating conditions and simulation results of

the architecture are presented.

Chapter 8 presents two architectures for realizing constant (process, voltage and

temperature independent) transconductance for the transconductors realizing the all-

pass filters.

Chapter 9 concludes the thesis and puts forth suggestions for future work.

14



II
T

M
ad

ra
s

1.6 Contributions of the thesis

This thesis presents an architecture for realizing large tunable delays over a wide band-

width using variable order all-pass filter and uses the proposed architecture to demon-

strate true-time expansion and compression of continuous-time, high frequency, analog

pulses. The contributions of the thesis are summarized below.

• Active all-pass filters reported in literature have been used to realize delay lines.

But their usefulness has not been exploited to the fullest due to the use of cascade

of unit cells which introduces interface artifacts. This thesis proposes and realizes

an architecture of a delay line based on an all-pass filter topology which does not

use cascade of delay cells to realize large tunable delays. It does not have any

unwanted interfaces distorting the AC response of the delay line except for the

final output node. The topology is systematically synthesizable using well known

LC ladder synthesis techniques and can be extended to realize large delays with-

out compromising on magnitude response. Measurement results of a prototype

variable order all-pass filter validates the architecture.

• A comprehensive analysis of the effect of distortion of the AC repose of a delay

line on a wideband input signal is presented. It is shown that the error energy be-

tween the input and the output of a wideband pulse travelling through a real delay

line depends on the square of phase error and the fourth power of the magni-

tude deviation of the real delay line, and is not directly related to the group delay

flatness. This quantifies the amount of acceptable phase deviations as per the

requirement of any application and quantifies the importance of magnitude devi-

ation in contributing to pulse shape distortion. This is in contrary to the reported

literature on the delay lines which mostly concentrate on maintaining group delay

flatness and not the magnitude response.

• In the latter half of the thesis the proposed all-pass filter is used to demonstrate

expansion and compression of continuous-time wideband analog pulses based

on the technique proposed in [28]. Due to the compactness of the all-pass filter

architecture it was possible to realize this in almost three times less chip area than

the state-of-the art architectures reported in literature, which mostly used narrow

band techniques based on chirped carrier based modulation and dispersive delay

lines to realize pulse expansion and compression.

• The building block of the all-pass filter is a high frequency transconductor with-

out any internal nodes. This is needed to avoid excess phase lags necessary to

avoid unwanted peaking in the AC response. The transconductor uses negative

conductance to cancel the parasitic conductance of a single stage differential am-

plifier. This thesis proposes a technique to ensure that the cancellation takes place

automatically across process, voltage and temperature variations.

• Transconductances of the transconductors in active filters need to be invariant of

the process, voltage and temperature variations. This thesis presents a solution

of the same which is independent of the model of the transistor and is based on

negative feedback and the linear behaviour of a non-linear element within a range

of voltages.
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Chapter 2

Proposed Architecture of the Tunable All-pass Filter

Realization of large delay-bandwidth product by cascading multiple delay cells leads

to undesired parasitic poles, which causes phase and magnitude deviations eventually

imposing an upper limit to the number of cells that can be cascaded. This limits the

maximum realizable delay-bandwidth product for an architecture. In contrast, if a filter

topology has just as many nodes as its order, all parasitic capacitors can be absorbed into

the integrating capacitors of the filter [29]. This will not distort the frequency response.

Such architectures for realizing lowpass filters are widely used in literature [29][30].

However, due to the absence of a systematic design procedure for realizing higher order

all-pass filters, these filter design techniques have not been utilized.

This chapter introduces a tunable delay variable order APF architecture based on a

singly terminated ladder filter which can be systematically synthesized for any transfer

function. It can realized using a transconductor with no internal nodes. This allows

realization of large delay-bandwidth product without the need to cascade multiple units

or multiplex high frequency analog signals. Consider the singly terminated LC ladder

+
−

+
−

+
−

+
−

Vi

R L1

Cn

Vi

C1

R Ln

Vi

R L1 Ln
V1

V1

V1

Vi

C1 Cn

C2

V1

C2

L2

C3

Ln−1

Z11 =
Ne(s)
Do(s)

Z11 =
Ne(s)
Do(s)

L2

Cn−1Z11 =
No(s)
De(s)

Z11 =
No(s)
De(s)

(a) (b)

(c) (d)

Vn

Ln−1 Vn

R

Figure 2.1: Forms of LC ladder. (a) Odd order ‘capacitor first’ (b) Even order ‘capacitor

first’ (c) Even order ‘inductor first’ (d) Odd order ‘inductor first’.
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in Fig. 2.1(a) or Fig. 2.1(c) where the termination resistor R is the only dissipative ele-

ment. The driving point impedance, Z11(s), looking into the lossless LC network can

be represented as [31]

Z11(s) =
Ne(s)

Do(s)
(2.1)

where Ne(s) and Do(s) are polynomials with only even and odd powers of s respec-

tively. For example,

Z11(s) =
s2C1L2 + 1

s3C1L2C3 + s(C1 + C3)
(2.2)

for a third order filter having configuration of Fig. 2.1(a), or

Z11(s) =
s2L1C2 + 1

sC2
(2.3)

for a second order filter having configuration of Fig. 2.1(c). For filters like those in

Fig. 2.1(b), or Fig. 2.1(d) the driving point impedance, Z11(s), looking into the lossless

LC network can be represented as [31]

Z11(s) =
No(s)

De(s)
(2.4)

where No(s) and De(s) are polynomials with only odd and even powers of s respec-

tively

such as Z11(s) =
sL2

s2L2C1 + 1
(2.5)

for a second order filter having configuration of Fig. 2.1(b), or

Z11(s) =
s3L3C2 + s(L1 + L3)

s2L3C2 + 1
(2.6)

for a second order filter having configuration of Fig. 2.1(d). In Fig. 2.1(a, c) the node

voltage, V1(s) can be represented as

V1(s) = Vi
Z11(s)

Z11(s) +R
(2.7)

i.e. V1(s) = Vi
Ne(s)

Ne(s) +RDo(s)
(2.8)

i.e. V1(s) =
Vi

2

Ne(s)− RDo(s)

Ne(s) +RDo(s)
+

Vi

2
(2.9)
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Let

HAP (s) =
Ne(s)−RDo(s)

Ne(s) +RDo(s)
(2.10)

which implies

V1(s) =
Vi

2
HAP (s) +

Vi

2
(2.11)

Since Ne(s) and Do(s) contain only even and odd powers of s respectively, Ne(jω) is

purely real and Do(jω) is purely imaginary. Therefore,

|HAP (jω)| =
∣
∣
∣
∣

Ne(jω)− RDo(jω)

Ne(jω) +RDo(jω)

∣
∣
∣
∣
= 1. (2.12)

Proceeding as above it can be shown that

HAP (jω) =
No(jω)− RDe(jω)

No(jω) +RDe(jω)
(2.13)

for the configurations of Fig. 2.1(b, d).

+
−

+
−

R

−1

2

VAP (s)

Vi

+

LC ladderZ11(s)

R

VAP (s)

Vi

+

LC ladderZ11(s)

(a) (b)

1

−2

Figure 2.2: All-pass filter architecture using singly terminated LC ladder architectures

of (a) Fig. 2.1(a, c) and (b) Fig. 2.1(b, d)

Thus HAP (s) is an all-pass transfer function. Denoting VAP (s) = HAP (s)Vi and

rearranging (2.11), results in VAP (s) = 2V1(s) − Vi. Thus, a weighted summation

of the input voltage Vi and the first node voltage of the filter V1 results in an all-pass

function. This is shown in Fig. 2.2(a). Note that, if Ne(jω) + RDo(jω) has linear

phase (constant group delay) within the signal bandwidth, so will HAP (jω). Thus, if

the components of the LC ladder in Fig. 2.2(a) are chosen such that Vn/Vi is a Bessel

lowpass filter, HAP (s) will be a filter with a constant delay within the signal band, and

unit magnitude across all frequencies. Since the order of the filter is the same as that of

the singly terminated ladder it can be made arbitrarily large. This opens up possibilities

for realizing arbitrarily large delays without compromising the magnitude flatness.
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Fig. 2.2(a, b) summarize the proposed all-pass filter realizations. The expressions

for the all-pass outputs are as follows. VAP (s) = 2V1(s) − Vi(s) for LC ladders in

Fig. 2.1(a, c), and VAP (s) = Vi(s) − 2V1(s) for LC ladders in Fig. 2.1(b, d). Also

note that the lowpass transfer function 1/D(s) can also be simultaneously realized by

tapping the last state-variable of the LC ladder (capacitor voltage or inductor current,

e.g. Vn in Fig. 2.1(a)).

+
−

+
−Vi

V1R

Vi

V1R

open short
Delay=Td

Vi

V1

2V1 − Vi

Vi

V1

Delay=Td

2Td 2Td

(a): Odd order: Capacitor first (b): Even order: Capacitor first

Vi − 2V1

Z0 = R Z0 = R

Figure 2.3: Singly terminated transmission line analogy for delay realization.

This all-pass structure can also be understood by analogy with transmission lines.

This is shown in Fig. 2.3. The singly terminated ladders in Fig. 2.1(a, c) are equivalent to

a transmission line terminated by an open circuit (Fig. 2.3(a)) and those in Fig. 2.1(b, d)

are equivalent to a transmission line terminated by a short circuit (Fig. 2.3(b)). Voltage

V1 at the input of the line consists of the attenuated version of input pulse (Vi/2) and the

reflected pulse which arrives 2Td later, where Td is the one-way delay of the transmis-

sion line. The reflected pulse is in phase with the input with an open circuit termination

and out of phase with the input with a short circuit termination. Thus taking 2V1 − Vi

in Fig. 2.3(a) or Vi − 2V1 in Fig. 2.3(b) cancels the incident pulse and leaves only the

reflected pulse, which is the input pulse delayed by 2Td.

2.1 Selection of D(s)

One of the ways to realize flat group delay for HAP (s) = D(−s)/D(s) is to ensure

that 1/D(s) has the characteristics of a Bessel filter. Fig. 2.4 shows the group delay of

ninth-order Bessel and equiripple group delay (EGD) all-pass filters. Since EGD filters
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Figure 2.4: Comparison of group delay characteristics of a 9th order Bessel filter to a

9th order EGD filter having the same bandwidth.

have higher group delay than their Bessel counterparts [31] for the same bandwidth, the

former has been chosen for this implementation. The effect of the in-band group delay

ripple is explained in following section.

2.2 Quantifying the error in a real delay line

An ideal delay line offering a delay Td to an input vi(t) has an output vi(t− Td). In the

frequency domain the output can be represented as Vi(jω)e
−jωTd, where Vi(jω) is the

Fourier transform of vi(t). The output of a real delay line of Fig. 2.2 is HAP (jω)Vi(jω).

For a real delay line

HAP (jω) = |HAP (jω)|e−jωTd−jφe(ω) (2.14)

where φe(ω) is the phase deviation of the real delay line from its ideal counterpart. The

error Ve(jω) is quantified as

Ve(jω) = HAP (jω)Vi(jω)− Vi(jω)e
−jωTd. (2.15)

Using Parseval’s theorem the error energy can be expressed as

∫ ∞

−∞

(v0(t)− vi(t− Td))
2dt =

1

2π

∫ ∞

−∞

|Ve(jω)|2dω (2.16)
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where v0(t) is the time domain output. A high frequency broadband pulse has most of

its energy concentrated within a narrow time duration. If Tp represents this duration of

interest an rms error can be obtained by modifying (2.16) as

Erms =

√

1

Tp

∫ ∞

−∞

(v0(t)− vi(t− Td))2dt =

√

1

2πTp

∫ ∞

−∞

|Ve(jω)|2dω. (2.17)

It is common in communication systems to quantify an rms error with respect to the

signal peak. Therefore this error is quantified as

Erms/vpp =

√

1

Tpv2pp

∫ ∞

−∞

(v0(t)− vi(t− Td))2dt =

√

1

2πTpv2pp

∫ ∞

−∞

|Ve(jω)|2dω

(2.18)

where vpp is the peak-peak signal amplitude. Also, from (2.15) and (2.14)

∣
∣
∣
∣

Ve(ω)

Vi(jω)

∣
∣
∣
∣

2

= ||HAP (jω)|e−jφe(ω) − 1|2 (2.19)

which implies

∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

= (|HAP (jω)|e−jφe(ω) − 1)(|HAP (jω)|ejφe(ω) − 1). (2.20)

Thus,
∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

= |HAP (jω)|2 − 2|HAP (jω)| cos(φe(ω)) + 1. (2.21)

Let

|HAP (jω)|2 = 1 + ǫ(ω2) (2.22)

where ǫ(ω2) is a real quantity denoting magnitude deviation. Therefore,

∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

= 2 + ǫ(ω2)− 2
√

1 + ǫ(ω2) cos(φe(ω)). (2.23)

For |ǫ(ω2)| ≪ 1

∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

≈ 2 + ǫ(ω2)− 2 cos(φe(ω))[1 + ǫ(ω2)/2− ǫ(ω2)
2
/8] (2.24)
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which implies,

∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

= 2[1−cos(φe(ω))]+ǫ(ω2)[1−cos(φe(ω))]+cos(φe(ω))ǫ(ω
2)

2
/4. (2.25)

For φe(ω) ≪ 1 rad
∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

≈ (φe(ω))
2 + ǫ(ω2)

2
/4. (2.26)

Using (2.22) in (2.26)

∣
∣
∣
∣

Ve(jω)

Vi(jω)

∣
∣
∣
∣

2

≈ (φe(ω))
2 +

1

4

(
|HAP (jω)|2 − 1

)2
. (2.27)

Thus, for small magnitude and phase deviations in a real delay line, the total energy of

the error is given by

∫ ∞

−∞

|Ve(jω)|2
2π

dω =

∫ ∞

−∞

(φe(ω))
2

2π
|Vi(jω)|2dω+

1

8π

∫ ∞

−∞

(
|HAP (jω)|2 − 1

)2 |Vi(jω)|2dω.
(2.28)

The effect of the non-idealities of a real delay line in terms of its AC characteristics is

quantified in (2.28) and it shows that the energy of the error is the sum of the individual

errors due to integral of the square of the phase and fourth power of magnitude devi-

ations and not directly related to the peak deviation in group delay. Particularly, with

a broadband input whose energy is spread across frequency, the cumulative effect of

ǫ(ω2), and φe(ω) over that range is what determines the output error.

From (2.18) and (2.28)

Erms/vpp =

√

1

Tpv2pp

∫ ∞

−∞

(v0(t)− vi(t− Td))2dt (2.29)

=

√

1

2πTpv2pp

∫ ∞

−∞

(φe(ω))2|Vi(jω)|2dω +
1

8πTpv2pp

∫ ∞

−∞

(|HAP (jω)|2 − 1)2 |Vi(jω)|2dω

(2.30)

2.2.1 Error due to in-band group delay ripple

This section estimates the effect of group delay ripple of the EGD-APF having group

delay characteristics of Fig. 2.4 on a wideband pulse.

In most wideband beamforming systems the Gaussian monopulse and its derivatives
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Figure 2.5: (a) Gaussian monopulse having FWHM≈ 2 s. (b) Normalized spectrum of

(a).

are used as inputs [32][17]. The width of a Gaussian monopulse is defined as the interval

between the negative pulse reaching half the negative peak and positive pulse reaching

half the positive peak. This is commonly referred to as full width half maximum or

FWHM. 2×FWHM encompasses the entire pulse. The APF having the group delay

response of the EGD filter in Fig. 2.4 is fed with a Gaussian monopulse. The pulse and

its spectrum are shown in Fig. 2.5. To be consistent with the inputs used in literature the

monopulse spectrum is chosen such that it drops to about 25 dB below its maximum at

the filter’s band-edge [17],[27].

The phase error φe(ω) is obtained from the group delay ripple of the EGD filter

with delay characteristics of Fig. 2.4. A flat magnitude response is assumed. Using

|HAP (ω)| = 1, (2.30) gets modified as

Erms/vpp =

√

2
1

2πTpv2pp

∫ ∞

0

(φe(ω))2|Vi(jω)|2dω. (2.31)

The multiplication factor of two in (2.31) accounts for the one sided spectral density.

However, since (2.30) is valid for φe(ω) ≪ 1 rad, the integral limit of (2.31) has to be

changed to a finite frequencyωH . A convenient limit is the delay bandwidth of the APF,

which from Fig. 2.4 is approximately equal to 2π rad/s. However, recognizing that the

error energy is proportional to |φe(ω)V (jω)|2, it is necessary to have an integration limit

which also encompasses most of the energy of V (jω). It can be numerically worked
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out that the energy content of the monopulse of Fig. 2.5 beyond 2.1π rad/s is less than

40 dB below it total energy1. Also maximum phase error within this frequency range (0

to 1.05 Hz) is approximately 0.01 rad. Hence ωH has been chosen to be 2.1π rad/s. Thus

Erms/vpp =

√

2
1

2πTpv2pp

∫ 2.1π

0

(φe(ω))2|Vi(jω)|2dω. (2.32)

Evaluating (2.32) numerically with Tp = 2 × FWHM yields an rms error 49 dB below

the peak-peak monopulse input.

2.3 Changing the delay

Beam steering in a broadband beamforming system, necessitates the availability of vari-

able delay elements. This section investigates a method to generate variable delays from

the APF architectures in Fig. 2.2.
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Figure 2.6: Group delay characteristics of an EGD filter with change in order. (a) Con-

stant delay. (b) Constant bandwidth.

Consider the APF architecture in Fig. 2.2 using the LC ladder of Fig. 2.1(a). The

low frequency group delay from Vi to Vn in Fig. 2.1(a) is equal to R
∑

k Ck. Since

the APF provides double the delay of its lowpass counterpart, the group delay for the

APF in Fig. 2.2 is 2R
∑

k Ck. If the components have been adjusted to realize an EGD

characteristic equation, these DC group delay values persist till the filter’s band edge.

1Depending on the desired amount of accuracy this limit can be modified.
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Higher the order of the filter, higher is the filter’s bandwidth for the same group delay.

This is shown in Fig. 2.6(a). A corollary to this observation is that, for the same band-

width it is possible to get higher delays by increasing the filter’s order. This is shown in

Fig. 2.6(b).
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Figure 2.7: LC ladder topologies for capacitor first architectures of Fig. 2.1 for (a) third

order, (b) second order and (c) first order.
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Figure 2.8: Single ended representation of the fully differential variable order all-pass

filter. Transconductors in each shaded box are turned on to configure the

filter in the respective order. Inset: Single ended equivalent of the transcon-

ductor

To realize a tunable delay element an equiripple group delay all-pass filter whose

order can be changed has been implemented. Fig. 2.7 shows a conceptual realization of
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a variable order LC ladder whose order is changed from three to one. The component

values of an EGD filter needs to be changed with a change in the filter’s order. Chang-

ing the order of the passive LC ladder is difficult because switches (not shown in the

figure) are required in the signal path to disconnect a portion of the ladder to provide

a short circuit termination and to change the element values. However, the active filter

counterpart of the LC ladder can be more conveniently programmed because transcon-

ductors can be easily tuned. Additionally, active filters occupy much smaller area due

to the absence of inductors.

In this work a Gm–C realization of a tunable APF architecture has been imple-

mented. The single ended block diagram is shown in Fig. 2.8. The transconductors

marked as +/− have transconductance of Gm with appropriate polarities, and form the

singly terminated LC ladder. The transconductors used for summing the input voltage,

Vi, and the node voltage, V1, are marked as −1 and +2 respectively. Enabling all the

transconductors realizes a ninth order ladder. Progressively turning off the transconduc-

tors from the right, as shown in the shaded boxes, reduces the order. For a given order

N , all transconductors upto VN are turned on. Extending the analogy of the transmis-

sion line based APF in Fig. 2.3, this can be seen as changing the delay of the reflected

pulse by changing the length of the transmission line.

Note that the architecture has only one parasitic pole, (Cp) at the output summation

node which contributes to high frequency roll-off for all delay settings. The parasitic

capacitances associated with input and output of each ladder transconductor are ab-

sorbed in the ladder’s integrating capacitances. Also, unlike the cascade of delay cell

architectures of Fig. 1.10, neither the input nor the output is required to be multiplexed

to vary the delay. The output parasitic pole at ω3dB = 1/(RAPCp) contributes to a delay

of ≈ RAPCp due to excess phase lag2 and signal dispersion due to magnitude droop.

A constant excess delay in all paths of a beamformer acts as an offset delay and does

not affect its beam patterns. Hence, this analysis concentrates on the error energy intro-

duced by the magnitude roll-off contributed by first order output pole. From (2.28), the

energy is expressed as

∫ ∞

−∞

|Ve(ω)|2
2π

dω =

∫ ∞

−∞

1

8π
(1− |HAP (ω)|2)2|Vi(ω)|2dω (2.33)

2Assuming a high frequency output pole beyond ωH
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Expressing HAP (ω) = 1/(1+ jω/ω3dB), where ω3dB is the –3 dB frequency |HAP (ω)|,

1− |HAP (ω)|2 ≈
(

ω

ω3dB

)2

(2.34)

The monopulse input of Fig. 2.5 is used in (2.33) and (2.30) and integrated till ωH to

get

Erms =

√

2
1

2FWHM

∫ ωH

0

1

8π

(
ω

ω3dB

)4

|Vi(ω)|2dω (2.35)

Numerical computation of (2.35) shows that to get an rms error due to signal dispersion

40 dB below the peak-peak amplitude of the monopulse, the location of the output pole,

i.e., ω3dB/2π needs to be at least 1.8 times the delay bandwidth of the APF. Since this

is the only parasitic pole, efforts can be made to push it out and keep the magnitude

response remains almost flat regardless of the delay setting. This property enables the

realization of large delays in a given bandwidth. The capacitors are made programmable

based on the order such that an EGD transfer function is realized for any given order.

The values of the integrating capacitors in the APF of Fig. 2.8 have to be changed

according to the selected order to realize group delays characteristics of Fig. 2.6(b).

For either EGD or Bessel filter the capacitance values increase further down the ladder.

Table 2.1 lists their values normalized to C1.

Table 2.1: Values of integrating capacitors in Fig. 2.8 for all orders normalized to the

minimum capacitance, C1.

Capacitors (F)

Filter’s order C1 C2 C3 C4 C5 C6 C7 C8 C9

2 1 2.45 - - - - - - -

3 1 2.18 3.44 - - - - - -

4 1 2.12 2.88 4.03 - - - - -

5 1 2.10 2.74 3.20 4.81 - - - -

6 1 2.09 2.69 2.96 3.66 5.22 - - -

7 1 2.09 2.65 2.85 3.31 3.85 5.96 - -

8 1 2.09 2.64 2.81 3.16 3.42 4.29 6.24 -

9 1 2.09 2.63 2.78 3.08 3.22 3.80 4.45 6.96

27



II
T

M
ad

ra
s

2.4 Delay tunability: fine tuning

The APF architecture of Fig. 2.8 achieves a three bit delay tunability as the filter’s order

is varied from two to nine. It is however desirable to have finer resolution of delays

to steer a beam in a beamforming system at finer angles. If the delay steps obtained

by changing filter’s order are denoted as coarse, the finer steps in between them can

be obtained by tuning the filter’s delay bandwidth. Since the group delay of the filter is

inversely proportional to its bandwidth, an increase in delay can be realized by reducing

the latter. This technique of fine tuning sacrifices the filter’s bandwidth, and increases

the rms error.

2.4.1 Errors due to fine tuning

Fine tuning by reducing the filter’s bandwidth leads to droop in the group delay charac-

teristics. This increases the pulse shape distortion.

0 0.5 1 1.5
0

1

2

3

G
ro

up
 D

el
ay

 (
s)

Frequency (Hz)

(a)

0 2 4 6 8
−0.4

−0.2

0

0.2

0.4

(V
)

Time (ns)

(b)

Figure 2.9: (a) Group delay characteristics of APF with fine tuning. (b) Transient re-

sponse of the APF with the monopulse input of Fig. 2.5.

To evaluate this an input monopulse of Fig. 2.5 is fed to the APF of Fig. 2.8. The

input is delayed and scaled so that its peak matches the peak of the output pulse. Equal-

izing the peaks of the output and input is not strictly necessary. However, since most

beamforming systems use gain tuning, this is a valid assumption. To compute the er-

ror both the input and output are captured. The output is scaled so that its peak-peak

matches to that of the input and is shifted until the positive peaks coincide. The mean

squared difference is taken over 2×FWHM. This is integrated over a finite duration of
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Figure 2.10: Simulated rms error between the outputs and the delayed and scaled input

of Fig. 2.9(b).

2×FWHM which encompasses the entire pulse. The error is defined as the rms error

between these two in a duration of twice the FWHM.

Fig. 2.9(a) shows the AC response for all orders including fine tuning. Fig. 2.9(b)

shows the output of the APF having group delay characteristics of Fig. 2.9(a) when

fed with a monopulse of Fig. 2.5. Fig. 2.10 shows the simulated rms error for all orders

including fine tuning versus the corresponding group delay of the filter from Fig. 2.9(b).

The bandwidth reduction factor due to fine tuning is the highest when the low frequency

group delay of the first order filter is tuned to match the nominal delay of the second

order. This is validated by the steep increase of the rms error of the first order filter with

fine tuning. Due to this reason the first order configuration was omitted and the filter

was made programmable from two to nine.

0 0.5 1

0

10

20

30

Frequency (Hz)

Ph
as

e 
E

rr
or

 (
de

g)

(a)

0 1 2 3

−55

−50

−45

−40

−35

R
M

S
 e

rr
o
r/

V
ip

p
 (

d
B

)

Delay (s)

Error in 2× FWHM

(b)

Order: 1 2 3 4 5 6 7 8 9

Figure 2.11: (a) Simulated phase errors for the delay response of Fig. 2.9(a). (b) RMS

error in 2× FWHM of a Gaussian monopulse corresponding to the phase

error of (a).

The above analysis can also be done using the error equation (2.30) like Section 2.2.1.
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As before, the effect of the increased variation of group delay on the Gaussian monopulse

input is estimated by modifying (2.30) as

Erms/vpp =

√

2

2πTpv2pp

∫ ωH

0

(φe(ω))2|Vi(jω)|2dω (2.36)

where ωH is as defined in Section 2.2.1, and

φe(ω) =

∫ ω

0

−(GD(ω)− ζGD(0))dω. (2.37)

GD(ω) represents the group delay at a frequency ω rad/s and is extracted from Fig. 2.9(a).

The parameter ζ is varied to minimize of Erms/vpp in (2.36). The time domain equiv-

alent of this optimization is to minimize the error between the output and the delayed

input by shifting the input till its aligns with the output with minimum error.

Fig. 2.11(a) shows the resulting phase errors. Fig. 2.11(b) shows the computed rms

error with respect to the signal peak for all the delay setting of Fig. 2.9(a). It can be

seen that even though the error plots extracted from time and frequency domain analysis

are similar, the rms errors extracted from the AC analysis is lower than that from the

transient. This is because, aligning the peak of the output pulse with delayed input does

not necessarily satisfy the condition of minimum error.
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Chapter 3

Implementation of the Prototype All-pass Filter

This chapter presents the design and implementation details of the proposed variable

order all-pass filter of Fig. 2.8.

3.1 Integrating capacitors

The integrating capacitors in the APF of Fig. 2.8 have to be programed for each order to

satisfy the values of Table 2.1. To do this, a set of switchable capacitors is used at each

node so that the desired capacitance can be obtained by progressively switching them

on. An nMOS transistor with its gate set at a bias voltage, Vcm (≈ 860 mV), bulk tied to

ground and a control voltage, Vctl, applied to the shorted drain and source terminals has

a capacitance profile as shown in Fig. 3.1. Since the bulk is always tied to ground, and

VGB is more than the threshold voltage, the nMOS is always in inversion. When Vctl is

close to 0, the drain / source terminals provide the mobile carriers (electrons) required

to respond to high frequency excitations1 at the gate. When Vctl is close to VDD, the

drain / source terminals are reverse biased with respect to the oxide / bulk interface. The

channel charge can no longer respond to the any high frequency excitation at the gate.

Thus the gate capacitance varies from a high (2.8 fF) to a low (0.7 fF) as the control

voltage is varied from 0 to VDD for an nMOS having W/L = 1.2µ/0.2µ in a 0.13µm

CMOS technology. Hence, a switchable capacitor can be realized by tying Vctl to the

control bits [33]. Moreover, since device capacitance is fairly constant at the maximum

and minimum control voltage levels, non-linearities of the integrating capacitors do

not significantly contribute to the filter’s distortion. However, in order to realize a C–

V profile of Fig. 3.1, it is necessary to engineer an incremental ground at the control

voltage terminal.

1High frequency in this context refers to the frequency much greater than that supported by the thermal

generation of mobile carriers in the channel.
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Figure 3.2: (a) Utilization of differential signaling to generate virtual shorts at

drain / source terminals of the MOS transistors. (b) Layout arrangement

of the structure [34].

Utilizing the differential nature of the filter, virtual shorts have been realized at

the source / drain terminals of the transistors by placing the devices corresponding to

the anti-symmetric gate voltage swings in alternating columns [34]. Fig. 3.2(a) and

Fig. 3.2(b) show the schematic representation and the layout arrangement of the capac-

itor array. Since the control voltage is applied at either end of the array, no lateral DC

electric field exists along any of the device channels, thus making their channel poten-

tials identical. This enables the removal of the source / drain channel contacts from all

of the intermediate transistors, thus allowing closer spacing between adjacent devices.

To realize higher bandwidths, the filter’s integrating capacitances have to be re-

duced, but the minimum capacitance at any node in Fig. 2.8 is set by the parasitic ca-
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pacitances from the transconductors and routing. From Table 2.1 it is evident that the

EGD APF has increasing capacitor values as one progresses down the ladder (V1 to V9 in

Fig. 2.8) when equal Gms are used for all the transconductors. Therefore, the maximum

realizable bandwidth in a given process is limited by the smallest parasitic capacitance

which is present at the first node (V1) in Fig. 2.8. To maximize the bandwidth, the fil-

ter was designed such that C1 comprises only of parasitic capacitances and has a fixed

value. When the APF is programmed to an order N , in addition to all transconductors

up to the N th node, the transconductor driven by the N th node is also switched on to

retain its input capacitance value (e.g. for the second order case, Gm2+ in Fig. 2.8 was

also kept on2).

3.2 Transconductor

The APF prototype in Fig. 2.8 assumes that the transconductors’ Gms are ideal. In

reality all transconductors have non-zero output conductances and capacitances, and

parasitic poles in their transfer functions. Finite output resistance of a transconduc-

tor in a Gm–C filter has the same effect as series loss in an inductor or a shunt loss

in a capacitor in an LC ladder. In that case, the driving point impedance, Z11(s) in

Fig. 2.2 will not be a ratio of exclusively even and odd polynomials of s as assumed

in (2.1). Transconductor parasitic poles also have similar detrimental effects. Load ca-

pacitance at the output node can be absorbed into the filter’s integrating capacitances.

However, the larger the parasitic capacitance, the smaller is the filter’s achievable band-

width. Hence, a transconductor with a high DC gain, no parasitic poles and small output

capacitance (high unity gain bandwidth) is desired.

The design and analysis of the transconductor is outlined in Chapter 7. A brief ex-

planation of the same is enumerated below. In order to faithfully emulate a lossless LC

ladder the output conductance of the transconductor is cancelled using an incremental

negative conductance. This is shown in Fig. 3.3(a). The bias current for the negative

conductance, GN , is derived from a servo loop to ensure that it tracks the net positive

output conductance of the transconductor. The principle of operation of the loop is

shown in Fig. 3.3(b). Fig. 3.3(c) shows the transistor level schematic. Minimum length

2 This is not strictly required. The capacitors C2−9 can be varied to account for the change in capaci-

tance at VN when the transconductor driven by VN is turned off.
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Figure 3.3: (a) Transconductor, Gm loaded with negative conductance GN . (b) Prin-

ciple of generating a transconductance, GN , to track the parasitic conduc-

tance, gds. (c) Schematic representation of (a).

transistors are used in the transconductor to minimize the parasitic capacitances and

maximize the achievable bandwidth. Since the output conductance is cancelled, this

does not compromise the DC gain. Without output conductance cancellation, the DC

gain of the transconductor is 14 dB and when cancellation is incorporated, it improves

to 48 dB across PVT without mismatch, and has average and minimum values of 46 dB

and 34 dB with mismatch. The key advantage of incorporating output conductance can-

cellation is that minimum length transistors can be used in the transconductors, maxi-

mizing the achievable bandwidth in a given technology. The parasitic capacitances con-

tributed by the negative transconductance is ≈ 20 fF. The main transconductor’s output

capacitance is ≈ 140 fF. Hence, the negative conductance circuit does not significantly

compromise the bandwidth.

The speed of an transconductor can be gauged from the unity gain frequency of its

short circuit current gain, commonly referred to as FT of the transconductor. To maxi-

mize FT, it is desirable to bias the transconductor at high current densities. Fig. 3.4(a)

shows the dependence of the FT of the transconductor of Fig, 3.3 on its quiescent cur-

rent densities. It can be observed that FT tends to saturate at higher current levels.

Hence, the transconductors have been biased at an FT of around 100 GHz, which corre-

sponds to a current density of 100µA/µm, and Gm/W of ≈ 0.7 mS/µm. This is shown

in Fig. 3.4(b).
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Figure 3.4: (a) Dependence of FT of the transconductor in Fig. 3.3 on current densities

in a 0.13µm CMOS process. (b) Gm of the transconductor per unit width

corresponding the current densities of (a).

3.2.1 Effect of device mismatch and Gm sizing

Fig. 3.4 shows the current density at which to bias the transconductor to achieve the

desirable transconductance per unit width. Therefore to save power it is of interest to

use minimum possible transistor widths. To determine this, the effect of random device

mismatch on the APF’s characteristics is evaluated in this section.

As before, a monopulse is fed to the APF of Fig. 2.8 whose Gms are mismatched,

and its output captured. To quantify the effect of the pulse shape distortion due to

device mismatches the time domain error expression of (2.29) is used and integrated

over 2×FWHM.

Fig. 3.5(a) shows MATLAB c© simulation results of the group delay of the ninth or-

der APF with Gms having 2% mismatch standard deviation. This results in a group

delay variation of ±200 ps (±11.7%) for the ninth order filter. The corresponding APF

output is shown in Fig. 3.5(b), and this results in an rms error which is about 35 dB be-

low the peak-peak value of the input pulse as shown in Fig. 3.6. Transistor level Monte-

Carlo simulations show that Gms with standard deviation of 2% is obtained when the

transconductors have W ×L = 44µ× 0.12µ. This corresponds to Gm ≈ 28mS, which

also fixes the parasitic capacitance, C1 associated with the first node of the APF of

Fig. 2.8. This sets the bandwidth of the APF to 2 GHz in typical corner. On-chip capac-
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Figure 3.5: (a) Group delay characteristics of the ninth order EGD filter with Gm mis-

match with standard deviation of 2%. (b) Computed transient response

of the EGD APF having delay characteristics of (a) when excited with a
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Figure 3.6: RMS error between the outputs and delayed and scaled input of Fig. 3.5(b).

itor mismatches are smaller than the Gm mismatches due to their dependence primarily

on lateral dimensions [35]. Simulations show that nMOS capacitances in inversion have

a mismatch σ/µ ≤ 0.1%. Therefore their mismatch contribution was neglected in the

analysis.

3.2.2 Bandwidth tuning

The bandwidth of a Gm–C filter is controlled by controlling the transconductors’ Gms.

Their transconductances can be tuned to a desired value using various techniques. [36]
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Figure 3.7: (a) Principle demonstrating Gm locking to αIref/(2∆V ). (b) Generation of

2∆V . (c) Schematic representation of (a).

demonstrates a transistor model independent technique based on linear behavior for

small signals to stabilize an on-chip Gm to a targeted conductance value. In this work

a constant Gm generation scheme which is similar to [36], but whose transconductance

can be tuned by controlling a current source has been used. Details of the architecture

are provided in Chapter 8. A brief description of the same is outlined below.

The differential incremental picture of the principle is shown in Fig. 3.7(a). Gm is

the transconductance which is to be fixed. A DC incremental voltage 2∆V at its input

produces an output current 2Gm∆V , which is compared to a fixed current αIref , and

value of the transconductance tuned by changing its bias current, Igm, through negative

feedback. The loop settles at a value of Igm when 2Gm∆V = αIref , thus making

Gm = αIref/(2∆V ). Constant αIref and ∆V ensure a constant Gm.

The circuit implementation of the architecture is shown in Fig. 3.7(b, c). Since the

ratio of Iref to 2∆V is important, the exact value of 2∆V is not critical, as the effect

of process and voltage variation can be calibrated by tuning Iref . However, it needs to

be temperature invariant. For the purpose of demonstration of this architecture 2∆V

is generated by a resistive divider as shown in Fig. 3.7(b). This makes the effective

differential input voltage to the transconductor of Fig. 3.7(a) to be equal to ∆V1 +∆V2.

The resistors, R1 − 4 are sized to ensure ∆V1 ≈ ∆V2 ≈ ∆V . Mismatch between ∆V1

and ∆V2 results in a non-zero common mode input to the transconductor in Fig. 3.7(a).

Since the transconductor is fully differential, it rejects any common mode input, and

makes the architecture insensitive to mismatch between ∆V1 and ∆V2. Hence, for the
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rest of the discussion it is assumed that ∆V1 = ∆V2 = ∆V .

The transistors marked in black in Fig. 3.7(c) form the transconductor whose transcon-

ductance is to be stabilized. Terr is a single stage error amplifier with nMOS input pair.

The combination of Terr and M8 forms the error amplifier, and the fixed current, Iref ,

is mirrored into Vop|om as αIref . Tuning the mirroring ratio, α, or the current reference

Iref ensures a proportional tuning of Gm, thus tuning the bandwidth of the filter. In

the prototype in this work Iref has been replaced with an off-chip resistor, Rext. Since

the common mode feedback loop sets (Vop + Vom)/2 to Vcm, and the overall negative

feedback makes the differential input to Terr zero, Vop = Vom = Vcm. The opamp based

current mirroring scheme makes Iref = Vcm/Rext. This sets Gm = αVcm/(Rext∆V ).

Tuning Rext tunes the transconductances, and thus the filter’s bandwidth. The transcon-

ductance can in principle be tuned by varying ∆V as well. However, the trade-off

associated with this can be understood as follows. Since this transconductance tracking

scheme is based on the principle of small signal input, ∆V needs to be much smaller

than the overdrive voltage of M1, 2. If the transconductor needs to be tuned for smaller

transconductance, the overdrive of M1, 2 needs to be decreased from its nominal value.

On the other hand, since Gm|M1,2 = αIref/∆V , ∆V needs to be increased from its

nominal value. Decreasing overdrive and increasing ∆V will introduce more non-linear

incremental current from M1, 2 and the small signal based analysis will no longer hold

good. This effect is not as severe when ∆V is held constant, and Iref is tuned to reduce

the transconductance. Chopping and low pass filtering (details shown in Chapter 8) has

been realized to nullify the effects of device mismatch. Simulations show Gm|M1,2 vary

within ±2% across process voltage and temperature variations. Mismatch simulations

with 200 Monte-Carlo runs yield µ/σ ≤ 2%.

3.3 Summing taps and gain tuning

In any beamforming architecture mismatches between different paths (from different

antennas to the beamformer) lead to gain errors. Gain programmability, without affect-

ing the filter’s delay, provides a way to correct these mismatches and also introduces

an additional degree of freedom to the beamformer to tailor the frequency response. In

this work gain tuning has been implemented by changing the gain of the APF summing
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Figure 3.8: Realization of the APF summer.

taps in Fig. 2.8. In a complete system such as the ones shown in Fig. 1.4, gain tuning is

typically incorporated in various stages of the signal chain starting from the LNA. Hav-

ing a programmable gain in the delay lines provides an additional degree of freedom

to distribute the gains across the signal chain. Fig. 3.8 is a schematic representation of

summing taps used in the prototype APF of Fig. 2.8. Vip|m and V1p|m represent the dif-

ferential inputs and the first state-variable of the filter in Fig. 2.8 respectively. Summing

is done in the current domain using differential pairs, and the resultant current is passed

through resistors, RAP ≈ 50Ω, to realize the all-pass output voltages. RAP is chosen

such that the output pole associated with the parasitic capacitanceCp is moved out to

5 GHz to minimize the pulse shape distortion due to magnitude droop. To maintain

symmetry and reduce the effect of doping gradient in an IC, the unit taps were laid out

in a common centroid pattern along one direction, i.e., the summing taps of Fig. 3.8

were laid out as T1TiT1. The summing taps have a supply voltage (VDDH) different

from the filter’s ladder. Reducing VDS drives M1–2 from saturation to triode region

of operation. The Gm of a transistor, biased in triode region, is a strong function of

the drain to source voltage across it. This helps in tuning the summing tap Gms, thus

realizing gain tuning. Since, supply voltage modulation of the taps does not affect the

filter ladder, the delay characteristics remain unaffected. A tunable voltage regulator is

required to implement this scheme.
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3.4 Distortion and noise

In Gm–C filters the transconductors are the prime contributors to distortion. The dis-

tortion introduced by the transconductors is primarily due the non-linear relationship of

their input voltages to output currents. At lower frequencies where the currents through

the filter’s integrating capacitors are negligible (almost) all the current into and out of

each transconductor flows into or out of another identical transconductor to develop the

node voltages. This current to voltage conversion is almost an exact inverse to voltage

to current conversion operation at each node. This (almost) masks the distortion effects

at the filter’s node voltages at low frequencies. As frequency increases an apprecia-

ble portion of the transconductors’ output currents flow into the integrating capacitors.

Since, now the current sourced by a transconductor is not completely sunk by another,

the current to voltage conversion is no longer an exact inverse to its voltage to current

counterpart. This introduces distortion in the voltage domain at higher frequencies [37].

The linearity of the transconductor in general is improved by biasing it at maximum

possible overdrive voltage within the constraints imposed by supply voltage. The input

pairM1–2, and the negative conducatance transistors, M5–6, of the transconductor in

Fig. 3.3 have been designed to work at a nominal overdrive of ≈ 160 mV (for FT of

≈100 GHz at a typical corner) to maximize the linearity of the Gms. For fine delay

tuning, the bandwidth is reduced by reducing the transconductors’ bias currents. This

increases the distortion to some extent. The distortion due to the non-linear integrating

capacitors (Fig. 3.1) is insignificant in this implementation.

The transconductors of the APF contribute to random noise, among which the ther-

mal noise is significant at high frequencies. In cases where the beamformer is used in

the baseband (after downconversion) the effect of noise gets reduced due to the gain in

the RF stages, and its distortion metrics become more significant. If the beamformer is

used in the RF path, the importance of noise and distortion reverses.

When the filter’s order is increased by one, two more transconductors become ac-

tive. Each transconductor is noisy and non-linear. Because of additional noise sources

and additional non-linear currents injected in the filter, it is expected that both noise and

distortion increase with increasing filter order. The tradeoff between the dynamic range

of this architecture and its power consumption is similar to a general active filter archi-
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tecture. More details about the same can be found in [39] and the references therein.

However, there is a tradeoff between the effect of the transconductors’ mismatch on the

output characteristics of the APF and the output noise due to the transconductors, which

is particular to this architecture. This is analysed in the following section.

3.4.1 Design trade-offs: mismatch and noise
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Figure 3.9: (a) Illustration of the effect of transconductor’s mismatch on component

values. (b) Noise analysis using reciprocity. (c) Schematic of the ninth order

APF and the normalized signal swings at each state across frequencies.

The size (and hence, the power consumption) of the filter’s transconductors depend

on the effect of mismatch, noise and distortion of the transconductors on the filter’s

output. Without the loss of generality consider the second order Gm-C APF and its

equivalent LC ladder representation in Fig. 3.9(a). Ideally, without any mismatch the
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capacitor C2 at the node V2 appears as an inductor of value C2/Gm
2 at V1. However, due

to random mismatch if the transconductance of the two ladder transconductors changes

to Gm + δgm, the corresponding inductance changes to C2(1 − 2δgm/Gm)/Gm
2 for

small δgm. This deviation causes distortion in the group delay flatness of the filter.

In general for a higher order filter an integrating capacitance at node VN , can deviate

from its intended transformed reactance at V1 by 2 × (N − 1)× δgm/Gm. Hence it is

beneficial to increase the Gms of successive stages in the ladder to mitigate the effect of

component mismatches.

To analyze the contributions of the transconductor’s thermal noise at the APF output,

consider the second order APF in Fig. 3.9(b)(i), where the noise sources from each of

the ladder Gms have been lumped into an equivalent noise source (i1, i2) at each node.

The summing taps have transconductances of −GT and 2GT . Fig. 3.9(b)(ii) is a adjoint

representation of (i) [38] (without the input). The contribution of the jth noise source in

(i) at the output can be assessed by evaluating the transfer function from ij to Vj in (ii).

Assuming all ijs are of the same order, having a PSD of ηkTGm, the total output noise

PSD can be represented as

Sv|APF = ηkTGmR
2
AP

∑

j

(2GT/GmHj)
2 (3.1)

where Hj is the transfer function from the input (Vi) of the ladder in (i) to the jth node.

Since the reciprocal ladder in (ii) is driven by 2GT instead of Gm, the transfer function

is scaled by 2GT/Gm. For the ninth order filter, transfer function from the input to

V1−9 are plotted in Fig. 3.9(c). Since the number of zeros in the transfer functions (Hjs)

decreases from V1 to V9, their magnitude roll offs become sharper at higher frequencies.

Due to sharper high frequency roll-off, from (3.1) it follows that the integrated noise

contribution of the transconductors in the stages near V1 are more than those further

away3. Hence, to mitigate noise it is beneficial to increase the Gms of consecutive stages

in the ladder from V9 to V1. This requirement conflicts with mismatch mitigation. To

satisfy both these conditions identical Gms have been chosen for all the filter’s stages.

3Exact analysis involves integrating the area under the curve under each |Hj |2 and taking into account

the noise from an extra transconductor connected at V1. For our filter the area under each of the curves

sum up to [2.35, 2.03, 1.82, 1.85, 1.6, 1.6, 1.3, 1.17, 0.65]×10
9 V2Hz. This shows that noise contribution

of the transconductors driving the nodes V1 to V9 mostly reduce further down the ladder.

42



II
T

M
ad

ra
s

3.5 Chip architecture
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Figure 3.10: Simplified block diagram of the chip.
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Figure 3.11: Output buffer architecture.

Fig. 3.10 shows the simplified block diagram of the prototype chip. APF is the vari-

able order all-pass filter whose order and integrating capacitances are programmed by

the ‘Order select’ digital logic. The filter’s order is programmable from 2 to 9. The

bias currents and distribution network required for cancelling the transconductors’ out-

put conductances and maintaining constant Gms are produced in the ‘Bias generator’,

which receives an external reference current and a chopping clock with a frequency of

2 MHz. An on-chip divide-by-two counter produces internal non-overlapping clocks,

which are used for chopping the offsets in the servo loops within the Bias generator

block. These are explained in Chapters 7 and 8. The filter’s summing taps operate on

a different supply, VDDH , than the rest of the filter which runs on VDD. The output

MUX selects between the filter input and the output, thus helping in de-embedding the

effects of package and test board parasitics. The polarity of the output is changed by

enabling / disabling the control bit, FLIP , which helps in cancelling the input-output
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feedthrough [40]. The architecture of the MUX is shown in Fig. 3.11, which consists of

two transconductors, one each for the filter input and output. One of these two is se-

lected by a digital logic block, which also produces signals fi and fbi to flip its polarity.

The termination resistor R at the input of the APF is used to provide input matching and

de-embedding the effect of noise of the test setup. This is explained in Appendix A.
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Chapter 4

Measurement Results of the Variable Delay All-Pass

Filter

1.18 mm

1 mm

0.29 m
m

0.
51

 m
m All Pass Filter

Bias GeneratorDecaps Decaps

Mux

Figure 4.1: Chip micrograph and snapshot of the test board.

The test chip was fabricated in a standard 0.13µm CMOS process, was housed in

a QFN48 package and was mounted on a four layer printed circuit board. The chip

occupies an active area of 0.6mm2, out of which the APF takes up 0.29mm2. The

die photograph and the PCB snapshot is shown in Fig. 4.1. The chip was tested with a
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Figure 4.2: Simplified measurement setup for characterizing the APF. VNA, SA and

DSO refer to vector network analyzer, spectrum analyzer, and digital stor-

age oscilloscope respectively.

ladder supply voltage (VDD) of 1.4 V, and common mode voltage,Vcm, of 860 mV. The

summing tap supply voltage (VDDH) was varied from 0.95 to 1.75 V1 to vary the gain.

Fig. 4.2 shows the simplified test setup used for characterizing the test chip. Fig. 4.3 and
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Figure 4.3: Measured frequency response of the variable order APF with VDD = 1.4V

for coarse delay settings.

4.4 shows the measured magnitude, and the group delay response of the APF for VDDH

of 1.75 V. The filter’s response has been extracted with the techniques used in [40].

Each color corresponds to the frequency response of a respective filter order between

two and nine. Multiple plots in the same color correspond to the filter’s response with

fine tuning of the group delay by changing the bandwidth.

The APF achieves a group delay range of 250 ps to 1.7 ns over a worst case group

1Safe operation of the devices in Fig. 3.8 is ensured by enforcing sufficient voltage drop across RAP .
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Figure 4.4: Measured frequency response of the variable order APF with VDD = 1.4V

for fine delay settings.

delay bandwidth of 2 GHz. This makes the maximum delay-bandwidth product equal

to 3.4. The absolute delay variation within the bandwidth for the maximum and the

minimum delay settings are ±140 ps (±8%), and ±30 ps (±12%) respectively. The al-

ways active summing taps consume 45 mW of power, and as the filter’s order is swept

from two to nine, the total consumption increases from 112 mW to 364 mW.

With a unit increment in the filter’s order, the delay increases approximately by

200 ps. The finer delay increments between the coarse delay increments are obtained

by reducing the filter’s bandwidth by increasing Rext which reduces the Gms of the

ladder transconductors proportionately. The granularity of the finer delay resolution is

limited by the granularity with which the filter Gms are changed. The peak-to-peak

magnitude response deviation for all delay settings is within 1.4 dB.

The difference between the measured and the simulated group delay is attributed to

the mismatch [41] between the filter’s transconductors as they are spread over a length

of 1 mm. To verify this the APF of Fig. 2.8 was modeled in MATLAB c© using state

space representations. The optimization routing “fminsearch” in MATLAB was used

to find the transconductance values of the eighteen transconductors (all transconductors

in Fig. 2.8 except the two used for summing taps) such that the simulated group de-
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Figure 4.6: Measured (from two chips) and back annotated group delay response for

coarse delay settings.

lay response of the APF from the state-space model fits the measured response for the

ninth order. To do this the space mapping method outlined in [42] was used. This is

explained in detail in Appendix B. This generated a set of eighteen different transcon-

ductances (say Gm1−Gm18), each of which corresponds to a transconductor of Fig. 2.8.

These Gms versus their relative distance from each other is shown in Fig. 4.5. gkl in

Fig. 4.5 corresponds that Gm in the APF of Fig. 2.8 which has its input connected to the

node Vk and output to the node Vl. Subsets of these eighteen transconductances were

used to simulate group delays for lower orders. For example, for N th order (N < 9),

Gm1 −Gm2×N were used to simulate the group delay response.
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Fig. 4.6 shows the measured group delay responses from two chips and the simu-

lated response obtained with Gm values of Fig. 4.5 in the filter’s core for all orders.

The close match between the plots validates the assumption that mismatch between the

Gms are responsible for the deviation of the measured delay response from the simu-

lated ones. Since the summing taps from Vi and V1 in Fig. 2.8 were laid out in a common

centroid manner, the mismatch due to doping gradient across the IC has been neglected.
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Figure 4.7: Computed phase error from the AC response of Fig. 4.3.

The effect of the increased delay ripple on a Gaussian monopulse input whose

strength falls to about 25 dB below its maximum at 2 GHz is estimated from error equa-

tion (2.36) which is reproduced below.

Erms/vpp =

√

2

2πTpv2pp

∫ ωH

0

(φe(ω))2|Vi(jω)|2dω (4.1)

where ωH represents the frequency beyond which the energy content of the monopulse

is 40 dB below the total energy of the pulse, which in this case equals 2π × 2.1Grad/s.

As before, the phase error, φe(ω) is approximated as

φe(ω) =

∫ ω

0

−(GD(ω)− ζGD(0))dω (4.2)

where GD(ω) represents the group delay at a frequency ω rad/s and is extracted from

Fig. 4.3. The parameter ζ is varied to minimize of Erms/vpp in (4.1). Fig. 4.7 shows the

resulting phase errors for the coarse delay settings. Fig. 4.8 shows the computed rms

error with respect to the signal peak for all the delay setting of Fig. 4.4. The worst case
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error is about 36 dB below the peak-peak signal amplitude.
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Figure 4.8: Computed rms error from the AC response of Fig. 4.4 with a Gaussian

monopulse input using (2.30).

The effect of magnitude deviation on the pulse can be obtained by proceeding in

the same manner. This resulted in a errors less than 43 dB below the peak-peak signal

amplitude, and hence can be neglected for the purpose of this analysis.

Fig. 4.9 shows the test setup for measuring the response of the APF to a Gaussian

monopulse input. The method of generating the input pulses is outlined in Chapter 6. It

is based on the principle that the impulse response of a high order Bessel filter approx-

imates a Gaussian pulse. Fig. 4.10(a) shows the measured output of the filter demon-
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Board
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Figure 4.9: Test setup for measuring response of the APF to transient inputs.

strating coarse tuning when excited by a Gaussian monopulse having FWHM= 3.2 ns2

as the order of the filter is changed from 2 to 9.

2The input amplitude is limited because of the small energy in the narrow pulse used to approximate

the impulse excitation to the lowpass filter.
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delay resolution. (b) Fine delay resolution.
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Figure 4.11: (a) Transient plots (computed from AC response of Fig. 4.4) demonstrat-

ing monotonically varying true-time-delay when a monopulse of 1 ns

width (FWHM) is fed to the filter. (b) Computed rms error between the

outputs and delayed and scaled input of (a).

The input has transients beyond the pulse duration mainly due to cabling between

the pulse generator board and the test board for the all-pass filter. Similar transients are

seen in the delayed outputs as well. The inset shows an observable delay resolution of

200 ps. Fig. 4.10(b) shows the measured delays with fine tuning. The filter faithfully re-

tains the shape of the input pulse and delays it. The monotonicity of the true-time-delay

with change in delay settings is evident from the transient plots, thus corroborating

the delay tuning nature of the architecture. Since the pulse generation setup could not

generate pulses narrower than 3.2 ns, to ascertain the wideband behavior of the filter,

the transient response is computed for a 1 ns wide Gaussian monopulse (Fig. 2.5) by

convolving it with the filter’s impulse response which is extracted from the measured

frequency response in Fig. 4.4. Fig. 4.11(a) shows some of these computed responses.

They behave similarly to the measured responses in Fig. 4.10 and confirm the true-time-

delay behavior for wideband pulses. Fig. 4.11(b) shows the computed rms error using

the time domain method. The input in Fig. 4.11(a) is delayed and scaled to match the
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Figure 4.12: Ninth order APF gain and group delay frequency characteristics for differ-

ent summing tap voltages, VDDH . VDD set at 1.4 V.

peaks of the outputs. The corresponding worst case rms error in twice the FWHM range

for the outputs in Fig. 4.11(a) is 36 dB below the peak to peak input pulse.

The filter’s gain was trimmed by varying the summing tap supply voltage, VDDH

from 0.95 V to 1.75 V. Fig. 4.12 shows the measured frequency response for the ninth

order APF with VDDH as a parameter. The gain varies between −8 dB to 0.6 dB in the

same range. Identical delay response for all gain settings allows the beamformer to

independently tune the gain and delay of each signal path.

The technique demonstrated in [40] was used to de-embed the effects of frequency

dependent measurement paths for measuring noise and distortion. It is also described

in Appendix A. Fig. 4.13(a), and Fig. 4.13(b) show the measured input referred noise

power spectral density for all orders, and the integrated noise figure (with a reference

impedance of 50Ω) versus order respectively3. The noise figure is maximum for the

delay settings corresponding to the highest delay (order=9) and is equal to 19.2 dB. It

improves to 14 dB when the order is decreased to 2. The total output integrated noise in

the range of 50 MHz–2 GHz varies from 170µV (order=2) to 332µV (order=9). To

further reduce the noise figure, an LNA similar to [14] can be used.

3This work was published as “A 2 GHz bandwidth, 0.25-1.7 ns true-time-delay element using a

variable-order all-pass filter architecture in 0.13µm CMOS,” in IEEE J. Solid-State Circuits, vol. 52,

no. 8, pp. 2180-2193, Aug. 2017, where the reported noise was worse by 4.4 dB and the IIP3 better by

1.6 dB than the ones reported in the thesis. The noise reported in the paper was inadvertedly measured

with the peak settings in the spectrum analyzer, as opposed to rms. The numbers reported here have

been updated after new measurements and a slightly different parasitic de-embedding technique. The

de-embedding technique is explained in detail in Appendix A.
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Figure 4.13: Measured input referred noise spectral density and the integrated noise

figure versus order.

For measuring distortion the filter was excited with two tones 1 MHz apart and

their third order intermodulation (IM3) component observed as their center frequency

is varied. Fig. 4.14(a) shows the measured maximum input voltage for which the out-

put IM3 falls 40 dB below the fundamental tone, the strength of which varies from

100mVppd (order=2) to 35mVppd (order=9) at the respective nominal bandwidth set-

tings. The observed worst case IIP3, which corresponds to the highest delay setting,

was –5.1 dBm. As mentioned in Section 3.4, distortion increases when bias current is

reduced to reduce the bandwidth for fine tuning. Fig. 4.14(b) shows the input voltage

for which the output IM3 falls 40 dB below the fundamental tone when the delay of the
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Figure 4.14: Measured peak to peak differential input voltage for which IM3 falls 40 dB

below the applied tones for (a) nominal delay setting, (b) increased delay

setting with fine tuning.

N th order APF is increased to match the nominal delay for the (N + 1)th order where

2 < N < 8. The worst case occurs when the delay of the eighth order configuration is

increased to match the nominal delay of the ninth order. The maximum input voltage

for −40 dB IM3 is 31mVppd in that case. Using this, the worst case measuerd signal-

to-noise ratio (for inputs corresponding to –40 dB IM3) is 39.4 dB for the highest delay

configuration. It improves to 55 dB for the second order configuration.

Fig. 4.15(a) shows the measured 1 dB compression points (P1dB) for all orders across

frequency for the nominal bandwidth setting. P1dB varies from –5.5 dBm to –14.2 dBm

as the filter’s order varies from 2 to 9. Fig. 4.15(b) shows the measured P1dB with fine

tuning. For the same configuration the worst case P1dB falls to –16.4 dBm.

In order to compute a broadband radiation pattern for a four antenna system, the

beamforming receiver of Fig. 4.16(a) is assumed with adjacent antenna spacing of 7.5 cm

which corresponds to λfmax/2 with fmax = 2 GHz. The APF having the AC response of

Fig. 4.4 mimics the delay line. The impulse response of the APF (obtained by inverse

Fourier transform of Fig. 4.4) in the ith channel is denoted as hτi
APF |i=0−3. The inputs

are 1 ns wide monopulses. The output of each of the four channels is computed by con-

volving the input with the impulse response of the APF in the corresponding channel.

For each set of h
τ0−3

APF the angle of beam arrival, θ, was varied from 0 to 360o. This
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Figure 4.15: Measured peak to peak 1 dB compression points for (a) nominal delay
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Figure 4.16: (a) Model of the test setup used for computing radiation pattern. (b) Com-

puted normalized radiation pattern for a four element array with uniform

spacing of 7.5 cm (λfmax/2) using a monopulse of 1 ns FWHM.

mimics the delay in the incoming wavefront to each channel. The peak of the received

pulse (v0(t)) at the output of the summer is used as a measure of the received signal

strength.

Fig. 4.16(b) shows the computed radiation pattern. With same delay settings for

all the APFs the radiation pattern has maximum intensity normal to the array, whereas

a delay difference of ≈ 250 ps between adjacent antennas steers the beam by 90o off

broadside. ±90o beam steering can be realized as the delay range of the filter (1.45 ns)
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Figure 4.17: Scatter plot showing the magnitude deviations of the reported delay

lines (active and passive) including this work with respect to delay (range)-

bandwidth product.

exceeds the time required for the EM wave to traverse the antenna array in the endfire

direction (3/2× λfmax/c= 0.75 ns). The delay range provided by the proposed delay

line allows the use of up to 6 antennas for broadside steering, and up to 9 antennas for

steering to 45o of boresight. Using a 5-bit DAC to provide bias currents can realize

digital delay tuning with a resolution better than 10 ps.

Fig. 4.17 shows the scatter plot of the measured magnitude deviation with respect

to the measured delay-bandwidth product of the proposed architecture and the reported

IC implementations of the true-time-delay cells in literature. Its efficacy in breaking the

trade-off between realizing high delay-bandwidth product while compromising magni-

tude flatness is clearly evident. Table 4.1 compares the performance of the proposed

all-pass filter with earlier work in the literature. The high delay-bandwidth product,

and low magnitude deviation for all delay settings are direct consequences of the high

order APF implementation with only one extra parasitic pole. Compared to [14] the

delay-bandwidth product is 3× larger and magnitude deviation is 1.4 dB smaller. [11]

uses LC delay lines, where a second order all-pass network acts as taps. As expected,

it achieves higher delay-bandwidth product at the expense of area, and also has a very

high insertion loss. The filter in this work achieves a delay per unit area of 5.8ns/mm2.

Only [14] has a higher delay per unit area (7.8ns/mm2).
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Table 4.1: Comparison of the proposed all-pass filter with the delay element architec-

tures.

Proposed JSSC 2015 IMS 2015 JSSC 2007 JSSC 2014

APF [14] [11] [17] [27]

Technology 0.13µm 0.14µm 0.13µm 0.13µm SiGe

CMOS CMOS CMOS CMOS BiCMOS

Technique Gm–C Gm–C Delay line Delay line LC
Maximum 1700 550 550 400 180

delay (ps) ±140 (±8%) ±10 (±2%) ±8 (±2%) ±25 (±6%)∗ ±6 (±4%)

Delay range 250–1700 0–550 150–550 190-400 ‡ 40–180

(ps)

Bandwidth 0.1–2 1-2.5 1-20 3-16 3-10.6

(GHz)

Delay× 3.4 0.8 10.45 5.2 1.9

bandwidth

Delay

range×
2.9 0.8 8 2.73 1.1

bandwidth

Delay

step (ps)

10∗∗ 13 5∗∗ 15 0.5∗∗

Gain ±0.7 ±1.4 35 ±4 ±2.5

variation (dB)

Gain (dB) 0.6 12 −10 to

−45

10 10

Supply (V) 1.4 1.8 1.2 1.5 2.5

NF (dB) 14.5–19.2 8–10† − 2.9–4.8† −
IIP350Ω (dBm) –6.2 to 2.2 −20 to−13† − − −
Power (mW) 112–364 90† 6 60 53

Delay Cell 0.29 0.07 4†† 10‡ †† 1††
Area (mm2)

Delay/Area 5.8 7.8 0.1 0.08 0.18

(ns/mm2)

FoM (fJ) 23 42‡‡ − − −
† With LNA. ‡ 4 channels. ∗ Extracted from Fig. 21 in [17].

†† Chip area due to absence of separate delay cell numbers.

FoM = Pd

DBW×BW×102/3[IIP3−N]/10 .

‡‡ Without LNA. Noise and IIP3 back calculated from [14]
∗∗ Continuous Tuning. 5-bit DAC for bias current is assumed in our work.

The strengths of the proposed architecture are its large delay-bandwidth product,

large delay per unit area, and a response with minimum magnitude deviation among

its peers for all delay settings. The delay cell FoM listed in Table I takes into account

the dynamic range, power dissipation, and the delay-bandwidth product and is similar

to that for filters [43]. It is seen that the proposed APF improves the state of the art of

integrated circuit active delay lines in terms of the delay-bandwidth product. Table 4.2
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Table 4.2: Performance summary of the chip.

Technology 0.13µm CMOS

Supply Voltage 1.4 V (VDD), 1.75 V (VDDH)

Bandwidth 2 GHz

Delay Tuning Range 250 ps–1.7 ns

Delay Variation (@ max delay) ±0.14 ns

DC Gain 0.6 dB

Gain Variation ± 0.7 dB

Gain Tuning Range −8.4 dB to 0.6 dB

Order 2 9

Integrated input noise 170µV 330µV

(50 MHz−2 GHz)

Vippd
† (for 1% IM3 ) 81 mV 31 mV

Power Dissipation 112 mW 364 mW

Vippd
†† (for 1% IM3) 37 mV

Active Area 0.55mm2

† Nominal bandwidth setting. †† Worst case, including fine tuning.

summarizes the performance of the chip.
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Chapter 5

Expansion and Compression of Analog Pulses by

Bandwidth Scaling of Continuous-Time Filters

5.1 Motivation
G

ro
up

 D
el

ay

Dispersive

Medium

FrequencyTime
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Peak

Detector
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Time
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Chirped
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Figure 5.1: (a) Slowing down a signal by storing the samples at high speed and reading

at low speed [44], (b) Slowing down a continuous-time signal [45].

Many modern data acquisition systems like radars, indoor localization, and neutrino

detectors, require digitization of bursts of narrow (≈ nano seconds), continuous-time,

wide-bandwidth, analog pulses which appear infrequently in time. Radar systems used

for through-wall imaging and ground penetration [46][47] transmit short nano-second

pulses and wait for the echo to return. The reflected echo is used to study the image

of the desired object. Bursts of high frequency pulses are also used in some gaming
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devices to detect player position and movement [44]. In neutrino and other particle

detectors [48, 49], features of the pulse shape such as its area and slope are used for

identifying particles and calibrating the readout systems.

All these applications require digitization of high bandwidth analog pulses occur-

ring infrequently in time. Direct digitization of these narrow pulses require wide band-

width (multi-GHz) high resolution ADCs. Since the signals occur only in bursts sep-

arated by long idle intervals, attempts have been made to avoid a full-fledged high-

speed ADC, a low-jitter, high-frequency clock and the associated complexity. These

methods involve slowing down the pulse in various ways and use a low-speed ADC

for digitization. [44],[50] store closely spaced samples on an array of capacitors and

read out and digitize the samples using a low speed ADC as shown in Fig. 5.1(a). Ex-

pansion of continuous-time pulses has been demonstrated in the photonic [51][52] and

microwave [53] domains by modulating a chirped carrier by the input pulse, delaying

different parts of the pulse modulated carrier differently by passing it through a dis-

persive medium whose delay varies with frequency, and demodulating the resulting ex-

panded pulse. The same principle has been demonstrated on an integrated circuit (IC)

in [45] where the chirped carrier is produced by modulating a voltage-controlled os-

cillator (VCO) with a ramp, and frequency dependent delay is realized using lossy LC

structures near resonance. This is shown in Fig. 5.1(b). Just as expanding a pulse makes

its analysis easier, compressing a pulse makes it easier to generate short pulses [54]. All

of the techniques above can in principle be adapted for pulse compression. Along sim-

ilar lines, time amplification[55][56][57] has been proposed to ease the resolution of

closely spaced signals. This is however applicable only to digital signals.

This work demonstrates expansion and compression of continuous-time pulses us-

ing bandwidth scaling (which scales the time-domain response in an inverse manner)

of continuous-time filters [28]. The core idea is to drive the pulse into a filter whose

group delay exceeds the pulse width, and once the pulse is completely “inside” the fil-

ter, decrease (increase) the bandwidth to produce a stretched (compressed) output pulse.

Unlike the photonic and microwave techniques[51][52][53], the proposed technique can

be completely integrated on a chip. Integrated continuous-time filters have been exten-

sively studied in the literature and the proposed technique can exploit these for efficient

IC realizations. Compared to the method of storing samples in a capacitor array in

Fig. 5.1(a), it does not require a high speed clock, and the associated complexity of a
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Figure 5.2: (a) State-space model of a filter, (b) Gm-C realization of (a); Values shown

on conductances and transconductances are multipliers of a certain unit

transconductance Gm0.

high frequency clock distribution network. Compared to the IC implementation of the

dispersive method in Fig. 5.1(b)[45], it does not require modulation, demodulation, or

chirped carrier, and results in a simpler system with lower distortion. The ideas are

demonstrated using a 0.13µm prototype which realizes 1.8× expansion and 1.7× com-

pression of nanosecond-wide pulses.

5.2 Principle of pulse expansion/compression

The basic principle used for expanding the width of the pulse is outlined in [28].

Fig. 5.2(a) shows the state-space model of a filter with an input u(t) and an output y(t),

state vector x and state matrices αA, αB,C,D. The equations governing this filter are

ẋ(t) = αAx(t) + αBu(t) (5.1)

y(t) = Cx(t) +Du(t). (5.2)

A,B,C,D are constant with time. α is a scalar. α is not unique because any number

can be factored out of all elements of A and B. In a linear, time-invariant system, the

matrices in the state-space description are constant with time. The reason to include

α as a multiplier for A and B is to form a time-varying system in which all elements

of A and B are varied in the same proportion. In this implementation case, α is unity

at the beginning by definition and is then varied in a piece-wise constant fashion at

certain instants of time. Fig. 5.2(b) shows a possible Gm-C realization of this filter with

a second-order example. The capacitor voltages form the state vector. Conductances

and transconductances realizing αA, αB,C,D are indicated on the figure. The value
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of each transconductance is the product of a certain unit Gm0 with the multiplier shown

on the transconductance. Those realizing A, the path gains between the states, and B,

the path gains between the input and the states have a multiplier α.

Starting from an initial state x(t0), and assuming a constant α for t > t0, the state x

of the above filter for t > t0 can be written as [58]

x(t) =

zero-input response
︷ ︸︸ ︷

exp (αA(t− t0))x(t0) +

∫ t

t0

exp (αA(t− γ))αBu(γ)dγ

︸ ︷︷ ︸

zero-state response

. (5.3)

If u(t) is zero for t > t0 for some t0, the output for t > t0 consists of only the zero-

input response starting from state x(t0). Since α appears as a multiplier for time t, with

a zero input, the state x and the output y evolve at a rate proportional to α. This is also

apparent from the Gm-C example in Fig. 5.2(b). With zero input, and a given initial

voltage across the capacitors, the capacitor currents, and hence the rates of change of

capacitor voltages, scale with α. It can be easily shown from (5.2) that, for a constant

α, the transfer function from input to the output is given by [58]

Y (s)

U(s)
= D+C

( s

α
I−A

)−1

B (5.4)

where I is an identity matrix of the order of A and U(s) and Y (s) are the Laplace

transforms of u(t) and y(t) respectively. On the right hand side of (5.4), s is divided by

α. Therefore the bandwidth is proportional to α. Hence and changing α is referred to

as bandwidth scaling.
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Figure 5.3: (a) and (c) Normal operation of a continuous-time filter, (b) Pulse expansion

by dynamically reducing α, (d) Pulse compression by dynamically increas-

ing α.
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The scaling of the zero-input response with α suggests a method for expanding or

compressing a pulse along the time axis. This is illustrated in Fig. 5.3. The input is

a smooth pulse of width w. The filter is assumed to have a unit magnitude and a flat

group delay τ over the bandwidth of the input pulse. The state-variables are zero before

the pulse is applied. By definition, α = 1 at the beginning. If α = 1 throughout as in

Fig. 5.3(a), the output y(t) = u(t − τ) as shown. If τ > w, there is a time instant t0

at which the input has fallen to zero and the output has not yet changed from zero. To

simplify the notation in what follows, t0 is defined as t0 , 0. y(t) for t > 0 can be seen

as the zero-input response starting from an initial condition x(0).

In Fig. 5.3(b) α is changed from 1 to 0.5 at t = 0. This scales the zero input response

by factor of 2 in time from t = 0. Therefore, the output y1 is given by

y1(t) =







y(t) = 0, t ≤ 0

y(t/2) = u(t/2− τ) t > 0

(5.5)

y1 is therefore a 2× expanded version of u(t). Similarly, if α is increased from 1 to 2

at t = 0 as shown in Fig. 5.3(d), it can be worked out that the output y2(t) = u (2t− τ),

that is, a 2× compressed pulse.

The input pulse can therefore be compressed or expanded using a filter whose delay

exceeds the pulse duration and changing α, the scaling factor for A and B matrices, as

a piecewise constant with time. Decreasing α expands the input pulse and increasing α

compresses the input pulse.

Another way to think of this is to view the filter with a delay τ as a continuous-

time memory for inputs of duration ≤ τ . The continuous-time input pulse is “written”

into the memory (where it is stored in the filter’s state x) for t < 0 and read out for

t > 0. Changing α at t = 0 causes the write and read speeds to be different and

achieve pulse expansion or compression. This is analogous to the discrete-time system

in Fig. 5.1 where φsk and φrk have different phase spacing to achieve different write and

read speeds.

If α switches to zero, ẋ = 0 and the states will be frozen (zero capacitor currents

in Fig. 5.3(d)). The familiar track-and-hold operation can itself be thought of as a pulse

expansion system in which is α is switched to zero. In track mode, the filter has a very
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Figure 5.4: (a) Cascade of an all-pass and a low pass filter. (b) APF7 using an LC
ladder. (c) Gm-C realization of APF7 and LPF5.

high bandwidth (compared to that of the input signal) and a very small delay. It stores

the input integrated over a small aperture. This is nearly the same as its instantaneous

value. In hold mode, the bandwidth reduces to zero and the delay increases to infinity.

The stored “pulse”, i.e. the instantaneous value, is stretched out infinitely, meaning that

it is held forever.

5.3 Filter with switched bandwidth

5.3.1 Delay filter for signal storage

A filter that stores the input signal is at the core of the technique outlined in the previous

section. In order to maintain the shape of the wideband pulse, constant group delay and

magnitude are essential. As mentioned in Chapter 2 the best lumped element approxi-

mation to a constant group delay and magnitude is the Bessel or the equiripple group

delay (EGD) [59] all-pass filter with a transfer function HAP (s) = D(−s)/D(s). A
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high order filter is required to realize a large delay over a wide bandwidth. In this work,

a cascade of a seventh order all-pass filter (APF7) and a fifth-order lowpass filter (LPF5)

is used as shown in Fig. 5.4(a). The all-pass filter architecture proposed in Chapter 2 is

suitable for this purpose. Fig. 5.4(b) shows a seventh order example. The lowpass stage

is added to filter out the high frequency transients that occur when switching the band-

width. These are discussed in detail in the next section. α controls the bandwidth of

both APF7 and LPF5. All-pass output VAP is available at the output of the summing

taps and lowpass output VLP is available at the end of the ladder. The lowpass output

VLP = (1/D(s))Vi is available at the far end of the ladder.

A and B matrices can be conveniently scaled electronically in the Gm-C realization

of Fig. 5.4(c). The transconductors marked “+” and “−” have transconductances of

+αGm0 and −αGm0 respectively where Gm0 is the unit transconductance and α is the

scaling factor.

5.3.2 Filter used for pulse expansion and compression

As mentioned before, in this work, a cascade of a seventh order all-pass filter (APF7)

and a fifth-order lowpass filter (LPF5) is used as shown in Fig. 5.4(a). Both filters use

the architecture in Fig. 5.4(c) and α controls their bandwidth. The lowpass stage LPF5

is added to filter out the high frequency transients that occur when switching the band-

width. A highpass filter using Chp and Rhp is introduced between the stages to remove

certain artifacts that occur during pulse compression. Details of these deviations from

the ideal behavior are discussed later in this and the next sections.

Based on preliminary simulation of Gm-C filters in the 0.13µm CMOS process

it was determined that 900 MHz was the highest bandwidth with which delay filters

with rapidly switchable bandwidth could be reliably realized. APF7 was designed for

2.8 ns delay with 2.5% ripple and LPF5 for 1 dB attenuation and 0.3 ns delay over a

900 MHz bandwidth. Mismatch in transconductors is more significant than mismatch in

capacitors. Therefore, identical transconductors and appropriate capacitor values C1 to

C12 were chosen. Pulse expansion and compression by 2× was targeted. Therefore, the

transconductors were split into two units of 12 mS each. For pulse expansion, the filter’s

bandwidth is switched from 900 MHz to 450 MHz. This corresponds to α switching

from 1 to 0.5 with Gm0 = 24mS. For pulse compression, the filter’s bandwidth is
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switched from 450 MHz to 900 MHz. This corresponds to switching α from 1 to 2

with Gm0 = 12mS. The integrating capacitors were implemented as nMOS transistors

biased in inversion. The total capacitance at any of the filter nodes is the sum of the

nMOS capacitance, the parasitic capacitance of the transistors in the transconductors,

and the metal routing capacitances. Since EGD filters have increasing capacitor values

as one progresses down the ladder (C1 to C7 and C8 to C12 in Fig. 5.4(c)), the smallest

capacitances C1, and C8 are made up entirely of parasitic capacitances.

5.3.3 Mismatch induced transients while dynamically switching the

filter’s bandwidth

Gm1 Gm1

V1

OffOff

V ′
1

−Gm4

−Gm2

Gm3

−Gm2

(a) (b)

Transients

Figure 5.5: Illustration of switching a first order filter between (a) High bandwidth, and

(b) Low bandwidth modes. Mismatches between the filter halves cause

disturbance to the states while switching.

Fig. 5.5 shows a simplified example of bandwidth scaling of a first order Gm–C

filter. Fig. 5.5(a) shows the high-bandwidth mode in which two sets of transconductors

connected in parallel. Fig. 5.5(b) shows the low-bandwidth mode in which the lower

set of transconductors is turned off. All transconductors are nominally identical, but

are mismatched in reality. Due to this, V1 and V ′
1 , the quiescent voltages in the two

cases, are different from each other. When the filter is switched from one mode to the

other, there is a transient response as the nodes settle to the new quiescent voltage. This

transient is an unwanted interference to the filter’s states.

In order to minimize transients due to mismatch, the two filter halves are connected

through coupling capacitors instead of directly. This decouples the bias of the two

halves without affecting the transient functionality. Fig. 5.6 shows this arrangement

for a seventh order Gm-C filter. The two halves of the filter are connected in parallel

66



II
T

M
ad

ra
s

VDD

C1 C6 C7

+ +

+ +

− −

− − −

+

+

2

−1

Cc1 Cc7

VAP

−

Vi
Cc2 Cc6

Vcm

C2

C1 C2 C6 C7
Rb Rb Rb Rb

Figure 5.6: Bandwidth switching technique using a representative single ended seventh

order Gm–C filter.

through coupling capacitors Cck. In the low-bandwidth mode, the transconductors in

the grayed out portion are switched off. Since nMOS transistors in inversion are used

as integrating capacitors, it is imperative to preserve their DC bias even when half the

filter is turned off. Hence, a bank of high valued resistors (Rb) has been used to keep the

capacitor gates at Vcm when the transconductors are switched off. The output is taken

only from the upper half.

5.3.4 Effect of AC coupling between the two halves

Consider the seventh order all-pass filer of Fig. 5.6. Because the two halves of the filter

in Fig. 5.6 are connected through capacitors Cck instead of being directly connected,

there are fourteen state-variables instead of the originally intended seven (excluding the

parasitic pole at the all-pass output node.). The rest of this section analyzes the resulting

effects. The analysis is presented for the specific case of expansion and compression by

2×, but it can be easily generalized to other factors. Mismatch between transconductors

is ignored. Fig. 5.7(a) shows the kth stage of the filter. It has capacitors Ck in the upper

and lower halves with Cck between the two. Transconductors driven by vk−1 and vk+1

push currents into the capacitors. Voltages in the upper and lower halves are denoted

by additional subscripts u and l respectively. Transconductors in both halves are active

in the high-bandwidth mode in Fig. 5.7(a) and the lower half is turned off in the low-

bandwidth mode in Fig. 5.7(b).
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Figure 5.7: kth stage of the filter: (a) With both halves turned on, (b) With the lower

half turned off. Rb in Fig. 5.6 is assumed to be very high and is not shown

here.

For pulse expansion, the filter is initially in the high-bandwidth mode shown in

Fig. 5.7(a), with state-variables vk being zero. Since the input drives both halves of the

filter equally, the voltages in the two halves are identical, i.e. vk,l = vk,u. Cck has zero

voltage across it and iCck = 0. For the upper half, the state equation is,

Ckv̇k,u = Gm (vk−1,u − vk+1,u) . (5.6)

The same applies to the lower half. By definition, α = 1 in this case. The elements

of A are the coefficients of voltages on the right-hand side when the coefficient of the

derivative on the left-hand side is unity. When the filter switches to the low-bandwidth

mode in Fig. 5.7(b), if Cck were replaced by a short, the governing equation would have

been

2Ckv̇k,u = Gm (vk−1,u − vk+1,u) (5.7)

implying that elements of A are halved and α becomes 1/2 as intended. But, with Cck

in place, when the filter switches to the low-bandwidth mode, Ck in the lower half and

Cck are in series. The governing equation is

Ceqv̇k,u = Gm (vk−1,u − vk+1,u) (5.8)

where Ceq = Ck + CkCck/ (Ck + Cck). The A matrix elements in (5.8) and (5.6) are

in the ratio Ck/Ceq. For scaling all elements of A by the same factor, Ck/Ceq, and

hence Cck/Ck, should be the same for all k. From (5.6) and (5.8), the value of α
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after switching is Ck/Ceq = (Ck + Cck) / (Ck + 2Cck). Larger the value of Cck/Ck,

closer it is to the ideal value of 1/2. But increasing Cck also increases the parasitic

capacitance from each node to ground, reducing the highest bandwidth achievable in a

given process. In this prototype, Cck = 4Ck. Consequently, for t > 0, α changes to

1/1.8 instead of 1/2. That is, instead of u(t/2 − τ) given by (5.5), the output will be

u(t/1.8− τ). In pulse expansion mode, this change in the expansion factor is the only

effect of capacitively coupling the two halves of the filter.

In pulse compression mode however, capacitively coupling the two halves has an

undesirable side effect. Initially the filter is in the low-bandwidth mode in Fig. 5.7(b)

and the state-variables are zero before the input pulse is applied. The state equation for

vk,u is given by

Ceqv̇k,u = Gm (vk−1,u − vk+1,u) . (5.9)

As before, Ceq = Ck + CkCck/ (Ck + Cck). Because Cck and Ck are in series, vk,l =

vk,uCck/ (Cck + Ck). The state equation for vk,l is the same as (5.9). By definition,

this case corresponds to α = 1. Unlike in the pulse expansion mode, vk,l 6= vk,u and

iCck 6= 0 before α is changed at t = 0. After switching to the high-bandwidth mode in

Fig. 5.7(a), the equations are

(Ck + Cck) v̇k,u − Cckv̇k,l = Gm (vk−1,u − vk+1,u) (5.10)

(Ck + Cck) v̇k,l − Cckv̇k,u = Gm (vk−1,l − vk+1,l) . (5.11)

vk,u and vk,l evolve differently, whereas, ideally, they should have been equal to each

other. Instead of determining vk,u and vk,l individually, it is more illuminating to sep-

arate them into an even mode component vk,e = (vk,u + vk,l) /2 and an odd compo-

nent vk,e = (vk,u − vk,l) /2 . This is analogous to representing a pair of signals by

their common-mode and differential components. Ideally, Cck should have been a

short and the odd-mode component should have been zero. The state equations for

vk,e and vk,o before α is switched can be obtained from (5.9) and the relationship

vk,l = vk,uCck/ (Cck + Ck). They are

Ceqv̇k,e = Gm (vk−1,e − vk+1,e) (5.12)

Ceqv̇k,o = Gm (vk−1,o − vk+1,o) . (5.13)
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α is by definition unity for this case. The state equations after α is switched are obtained

by rewriting (5.10) and (5.11) in terms of vk,e and vk,o.

Ckv̇k,e = Gm (vk−1,e − vk+1,e) (5.14)

(Ck + 2Cck) v̇k,o = Gm (vk−1,o − vk+1,o) . (5.15)

Only the even-mode component appears in (5.12) and (5.14) and only the odd-mode

component appears in (5.13) and (5.15). The odd- and even-mode components evolve

independently, but with α taking on different values after t = 0. Comparing (5.14)

and (5.12), α for the even-mode after switching is (Ck + 2Cck) / (Ck + Cck). The even

mode therefore contains the desired compressed output. Comparing (5.15) and (5.13),

α for the odd-mode after switching is Ck/ (Ck + Cck) which is less than unity. The odd

mode therefore contains an undesired expanded output.

Using the definitions of vk,e and vk,o, and the relationship vk,l = vk,uCck/ (Cck + Ck),

the even- and odd-mode components at the switching instant t = 0 are calculated as

vk,e(0) =
vk,u(0) + vk,l(0)

2
=

1

2

2Cck + Ck

Cck + Ck
vk,u(0) = kevk,u(0). (5.16)

vk,o(0) =
vk,u(0)− vk,l(0)

2
=

1

2

Ck

Cck + Ck
vk,u(0) = kovk,u(0). (5.17)

All even-mode state-variables and the even mode output suffer an attenuation because

ke < 1. As Cck/Ck → ∞, ke → 1 and ko → 0, implying that, if Cck is a short circuit,

the undesired odd mode disappears and desired even mode appears with no attenuation.

In this implementation, Cck/Ck = 4, and α switches to 1.8 for the even mode

and 0.2 for the odd mode, and ke and ko are 0.9 and 0.1 respectively. Therefore, in-

stead of the desired 2× compressed output u(2t− τ), an attenuated even-mode output

0.9u(1.8t − τ) and an undesired odd-mode output 0.1u(0.2t − τ) is obtained. The

change in the value of α due to finite Cck/Ck is similar to that during pulse expansion.

The purpose of the highpass filter using Chp and Rhp in Fig. 5.4(c) is to further attenu-

ate the slower, odd-mode component. Rhp is programmed to set the corner frequency

to 20 MHz in compression mode and 40 Hz in expansion mode. The filter has 480 MHz

bandwidth in the low-bandwidth mode which is the initial state for compression. Gaus-

sian or monopulse signals which fit into this bandwidth have substantial portion of

their energy at low frequencies. The bandwidth of the undesired odd-mode signal is
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five times smaller. Therefore, the highpass corner frequency of 20 MHz attenuates a

substantial portion of the odd-mode signal without disturbing the desired even-mode

signal1.

The coupling capacitors Cck, which are realized using anti-parallel connected pMOS

capacitors, experience no signal swing in high-bandwidth mode and some signal swing

in low-bandwidth mode. Their non-linearity is exercised in the latter, increasing the

distortion.

5.4 Transconductor

The APF prototype in Fig. 5.4 assumes ideal transconductors with zero output conduc-

tance and no parasitic poles. To realize this the transconductor used to realize the APF

architecture in Chapter 2 was used. Fig. 5.8 show the transistor level schematic. The

M1 M2

M3 M4

M5 M6

M0
M10 M8 M9

gds

VDD

Igm

Vop

Vom

Negative

Conductance

Vinp Vinm

Gm

S3 S4

M1dM2d
M5d

M6d
Vcm

M0d

Vcmfb

Vcmx

GN

ENB

2.6 mA 0.5 mA

0.6 mA 0.2 mA

IN

S1

S2

Figure 5.8: Schematic of the transconductor used in APF7.

differential pair M1, 2 realizes the transconductance and the cross-coupled pair M5, 6

realizes the negative conductance. The pMOS current sources M3, 4 are driven by the

1One could also attempt to extract only the even-mode output by summing the signals from both

halves instead of taking the output from only the upper half as done in Fig. 5.6. But, the states in the

low bandwidth mode are scaled by Ceq/Ck, unlike the input to the lower half which is unscaled. This

requires another set of transconductors with different non-integer weights to form the summing taps from

the lower half. After considering these alternatives, the arrangement in Fig. 5.6 with the high pass filter

shown in Fig. 5.4(c) has been chosen.
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common mode feedback (CMFB) signal Vcmfb derived from the split transistor CMFB

circuit shown in Fig. 5.9. Since the output conductance is canceled, minimum length

transistors can be used in the transconductor without compromising the DC gain. This

minimizes the parasitic capacitances and maximizes the achievable bandwidth.

Vbias

M2

M0

M3 M4

M5 M6

VDD

Vcm

M7
M8

M11

M13

M1aM1b
Vcm

M9a

M9b

M9c

M9d

M10

Vcmfb

Cc
VoutpVoutm

VDD

2.4 mA

120µA

Figure 5.9: Common mode feedback circuit for the transconductor in Fig. 5.8.

For pulse expansion / compression the bandwidth has to be changed instantaneously,

i.e. some transconductors have to be rapidly turned on or off. When a transconductor

is turned off, dummy differential pairs M1d, 2d and M5d, 6d, biased at a small current,

are switched in by the logic signal ENB so that the capacitance at the input and output

nodes do not change. Though M1, 2 and M1d, 2d have different currents, they are in

deep inversion, and their capacitances are nearly identical. The tail nodes of the main

differential pair and the cross coupled pair are connected to a voltage Vcmx (nominally

Vcm) through switches S3, 4 so that these transistors are turned off. The pMOS current

sources M3, 4 are turned off by connecting their gates to VDD .

Fig. 5.10 shows sources of error when the transconductor is switched. In the proto-

type filter, Vcmx is provided externally. This means that the tail current from the differ-

ential pair flows through the bond wire inductance of this pin. This large current step

causes large transients on the tail node and the ground node. To avoid this, an additional

current source M0d is added to the circuit. This is switched off when the transconduc-

tor is turned off and switched on when the transconductor is switched on, in principle

maintaining a constant current through the bond wire inductance. Transients during
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Figure 5.10: (a) Switched transconductor in the ladder filter. (b) Unbalanced transcon-

ductor while switching (negative conductance not shown).

this switching are filtered by Cvcm. At the instant the transconductor is turned off, due

to the signal that is present, the input pair transistors have different gate-to-source and

drain-to-source voltages, and the load transistors have different drain-to-source volt-

ages. Since the switching is not instantaneous, differential error currents are injected

into the integrating capacitors. This effect is most prominent from the transconductors

closer to the input (those connected to C1,2,3 in Fig. 5.4) in APF7. This observation is

a corollary of the discussion in Section 3.4.1. For small current injections, its effect at

the APF output can be estimated by evaluating the adjoint network as shown in Fig. 3.9.

The number of zeros in the transfer functions (and hence the high frequency contribu-

tions of the injected noise beyond signal band) from the input to the APF nodes decrease

from V1−7. The lowpass filter LPF5 which follows this helps limit these fast transients.

When the transconductors are required to rapidly turn on during pulse compression,

the reverse operation takes place. The CMFB loop wakes up to drive M3–4 and is

designed to settle fast enough such that the differential properties of the transconductor

remain unaffected. The CMFB amplifier shown in Fig. 5.9 is always on and is switched

in and out of the loop through S1–2 of Fig. 5.8. Also since the tail current sources in

Fig. 5.8 are never turned off, the charging time of the tail node capacitance dominates

the transconductor’s wake up time. This capacitance is restricted to 130 fF. The main

transconductor has a nominal tail current of 2.55 mA, and Vcm of 800 mV. Simulations

show that the transconductor’s bias current takes around 100 ps to settle to within 90%
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Figure 5.11: Simulated bias current settling time of the transconductor of Fig. 5.8.

of its intended value. This is shown in Fig. 5.11. To ensure fast settling of the CMFB

loop during wake up, the CMFB transconductor consumes ≈ 3 mW of power. If only

pulse expansion is desired, a slower CMFB loop with a lesser power consumption can

be used.

5.4.1 Summing taps
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Figure 5.12: (a) Simplified schematic of the all-pass taps. (b) Architecture of a sum-

ming tap unit.

In case of an ideal LC ladder, or an ideal Gm–C filter, the weights of the summing

taps in the differential all-pass architecture (Fig. 5.4) are in the ratio of −1 : 2. Since

the tap weights are integer multiples of each other, a unit transconductor can be used to
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implement the summing operation. This is shown in Fig. 5.12(a).

Unlike the APF architecture of Chapter 2, pulse expansion / compression does not

require gain tuning. Hence, the supply of the summing taps of Fig. 5.12, is kept fixed

at VDD. Fig. 5.12(b) shows the schematic of a summing tap unit cell. The input pair,

M1,M2 provide the summing transconductance. In order to minimize the quiescent

drop across RL, and keep the input pairs M1, 2 in saturation while supplying them

with sufficient bias current to maintain their Gm ≈ 15 mS, most of the bias currents

through M1,M2 are diverted into M4, 5.

The output parasitic capacitance (Cp) in Fig. 5.12(a) introduces a pole and causes

a droop in the frequency response. The interconnect resistances to the filter capac-

itors also introduce a similar droop. Wider interconnect widths increases the para-

sitic capacitances at each of the filter states and compromises the bandwidth. Hence,

a high pass response to equalize the magnitude droop is included in the summing taps.

Fig. 5.12 shows the simplified schematic. Cz creates a high pass response with a zero

at 1/(2πRCz). Including the effect of layout parasitics, the combination of APF7 and

LPF5 has a 3 dB bandwidth of 900 MHz.

5.5 Pulse generator

Measurement of pulse expansion and compression requires high frequency pulses which

are time and bandlimited. A Gaussian pulse and its derivatives satisfy this requirement.

A pulse generator, producing Gaussian and a monopulse (first derivative of a Gaussian)

is also included in the chip. It is based on the principle that the impulse response of a

high order Bessel filter closely resembles an ideal Gaussian curve [59][60]. This prop-

erty has been utilized in [32] to generate short Gaussian pulses and its higher deriva-

tives. In this work, the Gaussian pulse generator consists of a narrow pulse (≈ impulse)

generator followed by a seventh order Bessel lowpass filter, Bessel7. Bessel7 has the

same architecture as APF7 in Fig. 5.4 without the summing taps and capacitor values

adjusted for flat group delay. This is shown in Fig. 5.13(a). The impulse response of the

last state-variable, V7 is a Gaussian pulse, and that of V6 is a Gaussian monopulse [32],

which is used to test the system. The transconductors of Bessel7 are half the sizes of

that used in APF7 since matching is not critical for generating test pulses.
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Figure 5.13: (a) Gaussian and monopulse generation architecture. (b) Schematic of the

impulse generator circuit and illustration of impulse generation.
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Figure 5.14: Simulated differential outputs of the impulse, Gaussian pulse and

monopulse generators.

The technique to produce a sharp (pseudo) differential pulse mimicking the impulse

is shown in Fig. 5.13(b). A clock and its delayed and inverted form are fed to the

nMOS transistorsM1 and M2 respectively, whose drains are connected to a low voltage

supply (VDDL) through a resistance R. During any clock transition there is a brief span

of time when both clk and clkb are either low or high. This changes the current through

R and generates a short pulse. The delay between the the adjacent edges of clk and
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clkb are kept around 100 ps. The combination of R, M3 and M4 produces impulses

of opposite polarities, thus enabling a differential input to filter. The sharp impulses

are AC coupled to Bessel7 to produce the required Gaussian and the monopulses. The

resistance R is realized by an nMOS pass transistor, MR, whose gate is controlled by a

digital logic to enable or disable pulse generation. VDDL is set to around 200 mV. This

is necessary to ensure the impulse heights are smaller than the overdrives at which the

input transistors of Bessel7 are biased. The simulated differential outputs of the impulse

generator and the Gaussian and monopulse generators are shown in Fig. 5.14.

5.6 Prototype chip architecture

Fig. 5.15 shows the block diagram of the prototype chip. APF7 and LPF5 form the

filter which stores the signal and performs pulse expansion or compression. Scmpb is

a digital signal which enables the RC high pass filter for compression and disables it

for expansion. When Scmpb is high, Mhp is off, but, since it is in an n-well connected

M
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X

APF7 LPF5

clk

Sout

Vout
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HAP (αs) HLP (αs)

FLIP
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Gen

Chp

Vcm

R

Figure 5.15: Simplified block diagram of the chip.

to Vcm, it provides a very high resistance path to Vcm, resulting in a very low cutoff

frequency for the highpass filter.

The input MUX allows us to drive the programmable filter from an external input

or one of the two internally generated test inputs. The output MUX allows us to probe

various points in the filter. The polarity of the output can be inverted using the control

bit, FLIP . Taking the difference between measurements with normal and inverted posi-

tions of the MUX helps cancel input-output feedthrough [40]. The simplified schematic
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Figure 5.16: Output buffer schematic.

of the output MUX is shown in Fig. 5.16(a). It consists of three transconductors, one

of which is selected by a decoding logic block. The schematic of the transconductor

is shown in Fig. 5.16(b). f1−3, fb1−3 are logic signals used to flip the polarity of the

output buffers. The input termination resistance R is used for input matching and de-

embedding the effect of noise of the measurement setup as explained in [40]. The rest

of the circuitry is for testing purposes. The clock (clk) fed to the impulse generator

produces a sharp pulse (≈impulse) which is AC coupled to the seventh order equiripple

group delay LPF to generate the Gaussian / monopulses required for testing.
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Chapter 6

Measurement Results for Pulse Expansion and

Compression Prototype

(a)

(b)

Figure 6.1: (a) Chip photograph and (b) snapshot of the test board.

The test chip was fabricated in a 0.13µm CMOS process, packaged in a standard

QFN-48 package and mounted on a four layer printed circuit board for testing. The die
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photograph and the snapshot of the test board are shown in Fig. 6.1. The chip occupies

an active area of 1.6 mm2.
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Figure 6.2: Magnitude and group delay of (a) all-pass filter (APF7), and (b) the total

filter chain (APF7+LPF5) for both bandwidth settings.

Fig. 6.2 shows the simulated and measured magnitude and group delay of APF7 for

the two bandwidth settings. The effect of the test setup is de-embedded using the tech-

nique in [40]. Group delay and bandwidth scaling are clearly seen. The bandwidths (≈
frequency at which the group delay falls 10% below its nominal low frequency value) in

the two settings are 870 MHz and 472 MHz respectively. In the high bandwidth mode

APF7 has a group delay of 2.82±0.23 ns and a magnitude variation of 2.4 dB. The total

filter, APF7 + LPF5, has a group delay of 3.15±0.3 ns and a magnitude droop of 4.3 dB.

For the lower bandwidth setting, APF7 has a group delay of 5±0.4 ns and magnitude

variation of 2.4 dB. The total filter has a group delay variation of 5.8±0.45 ns and mag-

nitude droop of 4.1 dB. Variations below 100 MHz range for the high bandwidth setting
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is due to the mismatch of integrating capacitors between the two filter halves on either

sides of the coupling capacitors, which gives rise to pole zero doublets. The extra group

delay ripple in the passband as compared to simulation is attributed to the mismatch

between the filter’s transconductors which are spread over a wide area which has been

analysed in Chapter 4.
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Figure 6.3: Measured input noise spectral density for APF7 and APF7 + LPF5 for (a)

high bandwidth and (b) low bandwidth mode.

Fig. 6.3 shows the measured input noise spectral density for the high and low band-

width modes for the APF7 and the total filter chain. The technique described in [40]

and explained in Appendix A was used to de-embed the frequency-dependent charac-

teristics of the measurement paths. However, the chip architecture of Fig. 5.15, unlike

the one in Fig. 3.10 has an input MUX. Following the analysis presented in [40] and

in Appendix A, it can be appreciated that the gain of the input MUX needs to be de-

embedded for accurate estimation of the noise at the input of the APF7 in Fig. 5.15.

Since this could not be explicitly measured (due to the absence of a direct path around

the input MUX in Fig. 5.15), its gain has been estimated from simulation, which shows

a nominal DC gain of approximately 6 dB which drops by less than 0.1 dB across the

bandwidth of the filter. Note that this affects the measurement of distortion identically,

thus keeping dynamic range of the filter unaffected. The integrated inband input re-

ferred noise for APF7 (APF7 + LPF5) at high (100–900 MHz) and low (100–480 MHz)

bandwidth modes are 349µV (423µV) and 330µV (416µV) respectively.

Fig. 6.4 shows the measured IIP3 (with test tones 1 MHz apart) of the system for

both bandwidth modes. The filter chain and APF7 has worst case IIP3s of −5.6 dBm
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Figure 6.4: Measured IIP3 with 50Ω reference resistance for the APF7 and

APF7 + LPF5 for (a) high bandwidth and (b) low bandwidth mode.

(332mVppd) and −5.7 dBm (327mVppd) respectively in the low bandwidth setting.

Since the non-linear coupling capacitors do not contribute any distortion in the high

bandwidth mode the IIP3 improves to−4.5 dBm (376mVppd) and −4.75 dBm (365mVppd)

respectively. For APF7, the maximum input voltage swing corresponding to 1% IM3 (third

order intermodulation component) is 33mVppd at the band edge in the low bandwidth

mode, and the same for the filter chain is 32mVppd. For the high bandwidth mode

the maximum input voltage swing increases to 38mVppd and 37mVppd for APF7 and

APF7 + LPF5 respectively.

To demonstrate pulse expansion / compression, the input waveforms were generated

using the pulse generator of Fig. 5.13. Fig. 6.5 shows the simplified test set up. The

parts marked in blue represent active parts of the set up. The clock, clk from an exter-

nal clock source generates the test pulse of choice (Gaussian or monopulse) in Board 1.

This emulates an “external” input to the test chip mounted on Board 2. The interval

between the edge of clk and the pulse appearing at the output of Board 2 (without ex-

pansion / compression) is deterministic and constant1 and can be observed in the digital

oscilloscope by setting α = 1 in Board 2. Using this information a delay is set in the

programmable digital delay block in Board 1 to apply the trigger (α) when the pulse has

entered the device under test in Board 2 and enable expansion / compression. Maxim

DS1023S is used as the programmable delay block, which has a minimum delay reso-

1Disregarding the effect of noise.
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Figure 6.5: Simplified test set up for pulse expansion and compression.

lution of 250 ps.

Fig. 6.6 and Fig. 6.7 demonstrate expansion of a Gaussian pulse and a monopulse

with input FWHM of 1.4 In each case, the input pulse (output of the pulse generator),

output of the filter without expansion (α = 1), output of the filter post expansion (α

switched from 1 to 1.8 after the input pulse falls to zero), and the expected output pulse

are shown. The “expected output” is obtained as follows: The measured output without

expansion is mathematically expanded in time and scaled in amplitude such that the

starting point (at the switching instant t0) and the first peak are the same as the measured

expanded pulse. If expansion is ideal, the measured expanded pulse must coincide with

the “expected output”. It is seen from Fig. 6.6 and Fig. 6.7 that they are very close

to each other. The measured expansion factor is within 1.78-1.81. The variation is

suspected due to the resolution in capturing the waveforms. The waveforms shown in

the figures are obtained by taking the difference between the waveforms captured with

the output MUX in the direct and cross-connected positions. This eliminates effects

of direct coupling on the package and the board. But, the effects of the bondwires,

PCB traces, coaxial cables, buffer and the MUX remain. The input pulse has extra

transients after the main pulse. This is suspected to be from the signal bounce initiated

by the generation of sharp impulses. Multiple sharp impulses at the input of LPF7
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Figure 6.6: Demonstration of pulse expansion with Gaussian input pulse with FWHM

of 1.4 ns.
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Figure 6.7: Demonstration of pulse expansion with a monopulse input with FWHM of

2.4 ns.

used for pulse generation in Fig. 5.15 can generate multiple pulses at its output. Similar

transients are seen at the filter’s output as well.

The trigger to change the filter’s bandwidth has been applied externally through an

off-chip programmable digital delay generator2. In all the observed cases, the rms error

of the expanded pulse with respect to its expected output within the FHWM are less

than 34 dB of the peak to peak output.

2The trigger could in principle be automatically generated by comparing the signal at the end of the

filter (V7 in Fig. 5.4) to a threshold. V7 rising above the threshold indicates that the signal has entered the

filter. To compensate for delays in the trigger pulse generation, an earlier state-variable such as V5 or V6

could be used.
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Figure 6.8: Compression of a Gaussian input pulse with FWHM = 2 ns.
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Figure 6.9: Compression of a monopulse input with FWHM = 3.2 ns.

Fig. 6.8 and Fig. 6.9 demonstrate waveform compression with a Gaussian pulse and

a monopulse. The observed compression factor is 1.72 and the ratio between the peaks

of the uncompressed and the compressed pulses is 0.83. The rms error of the com-

pressed pulse with respect to its expected output within FWHM are less than 33 dB of

the peak to peak output.

Table 6.1 compares the performance of this work with the state of the art pulse

expansion architectures in literature. [45][53][52] use chirped carrier and dispersion

based continuous time techniques for pulse expansion. Among them [45] demonstrates

a monolithic implementation. Compared to these, the demonstrated technique occupies

a smaller area. This is a direct consequence of the solution exploiting the fundamen-

tal principle of expansion of natural response of a filter on bandwidth scaling. This

requires neither a high frequency carrier or a dispersive medium. The scheme in [45]

requires linearity in the chirped carrier, modulator, group delay variation, and the de-
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Table 6.1: Table comparing expansion / compression architectures.

This work [45] [53] [52] [44] [54]

[MTT [MTT [TCAS [ISSCC [RWS

2012] 2007] 2005] 2015] 2008]

Technology 130 nm 130 nm Discrete Discrete 65 nm Discrete

Method Cont. Cont. Cont. Cont. Sampling Cont.

time time time time † time

Carrier/clock NA Chirped Chirped. Chirped Sampling Chirped

carrier carrier carrier¶ clock carrier

Bandwidth 0.87 GHz 1 GHz 8 GHz 4 GHz 3.75– 1.5 GHz

4.25 GHz

Expansion 1.8 2 5 1.5 400 -

factor

Compression 1.7 - - - - 2.8

factor

Power (mW) 370 HighBW - - - 70† -

260 LowBW

Area (mm2) 1.4 4.5‡ - - 4† -

‡ Off chip peak detector. ¶ Optical carrier..

†External 20 GHz clock. Clock generation power and area not included.

Table 6.2: Performance summary of the test chip.

Technology 0.13µm CMOS

Supply voltage 1.2 V

Active area 1.6 mm2

APF7

Bandwidth (MHz) 870 472

Group Delay (ns) 2.82±0.23 5±0.4

Gain (dB) –1.5 to –4.2 –1.5 to –3.7

Input noise (µV) 349 330

Vippd

@ 1% IM3 (mV) 38 33

IIP3 (dBm @50Ω) –4.5 –5.6

APF7

+

LPF5

Bandwidth (MHz) 900 474

Group Delay (ns) 3.15±0.3 5.8±0.45

Gain (dB) –1.6 to –6.2 –1.6 to –6.2

Input noise (µV) 423 416

Vippd

@ 1% IM3 (mV) 36 32

IIP3 (dBm @ 50Ω) –4.75 –5.7

Power

APF7 (mW) 182 111

LPF5 (mW) 121 85

PulseGen (mW) 50

Switching

overhead (mW) 70

modulator, and deviations in any of them causes significant distortion. The proposed

technique on the other hand is dependent mainly on transconductor linearity. Distortion
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is not reported in [45], but appears to be visibly higher in the measured results. [44]

demonstrates expansion based storing the input on an array of capacitors. The high fre-

quency (20 GHz) clock distribution network along with an array of sampling capacitors

also increases the area. The proposed implementation does not require a clock and has a

smaller area. The achievable expansion and compression factors are however higher in

the sampling technique. The proposed technique is advantageous when a modest expan-

sion factor (< 10) is desired without the availability of accurate multi-GHz clocks for

GHz bandwidth pulses. Electronic pulse compression using chirped carrier and off-chip

dispersive media is demonstrated in [54]. To the best of our knowledge the proposed

work is the first monolithic demonstration of broadband pulse compression.

Table 6.2 summarizes the performance of the chip. At the high (low) bandwidth set-

ting the power consumption of APF7 and LPF5 are 182 mW (111 mW) and 121 mW (85 mW)

respectively. The 24 CMFB circuits which are designed for fast settling of the filter’s

transconductors during compression and are always on, consume around 72 mW. The

pulse generator consumes 50 mW, most of it in LPF7. The dummy tail currents in the

transconductors in Fig. 5.10 consume 70 mW.

Potential applications of the time-scaling technique include slowing down a high

speed signal so that it can be processed by low-speed circuitry and speeding up a low

speed signal so that low-speed circuitry can be used to generate high-speed signals.
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Chapter 7

Gain Enhanced High Frequency Transconductor With

On-Chip Tuned Negative Conductance Load

The transconductors used in the all-pass filters in Chapters 2 and 5 use negative con-

ductance loads to cancel the large parasitic conductance of a single stage differential

amplifier. This chapter delves into the motivation behind such an architecture, its de-

sign details and presents its simulation results.

7.1 Introduction

High frequency continuous time Gm − C filters require integrators with high unity gain

bandwidth (UGB). However, since ideal integrators are not a reality, transconductors

with high DC gain, low capacitive load, and parasitic pole position substantially higher

than the filter’s cut-off frequency are sought for. These conditions impose conflicting

requirements on the transconductor design. Cascoding or cascading of transistors to

improve DC gain results in insertion of parasitic poles which introduce additional un-

desired phase lags. The high frequency requirements can be met by using a simple

transconductor topology with minimum number of internal nodes [30], using minimum

length transistors, but these usually have poor DC gain. The DC gain can be improved

by using a negative incremental conductance in parallel with the output which effec-

tively cancels the output conductance of the transconductor without adding any internal

nodes to the signal path (Fig. 7.1) [29]. However, this method requires tuning of the neg-

ative conductance to make it equal to the parasitic conductance at the output nodes. In

[29], this is achieved by monitoring and adjusting the supply (VDDT ) of I4, I5 through a

dedicated Q tuning loop. The tuning scheme requires an accurate reference clock which

is a system overhead. Moreover, since this method is based on the usage of inverters as

Gms, they are not biased at fixed currents. Hence, they draw transient currents from the
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Figure 7.1: Schematic representation of Nauta transconductor [29].

supply which increases the potential of signal coupling between stages [61], especially

for higher order high frequency filters.

Even though cancellation of parasitic conductance with a negative conductance load

for single stage transconductors have been reported in the literature ([29],[62]), none of

them has investigated a way to implement the cancellation across PVT without any ex-

ternal intervention. The following section presents a fully differential current biased

transconductor architecture based on output conductance cancellation by negative con-

ductance load. The negative conductance is automatically adjusted with fully on-chip

circuitry across PVT.

7.2 Proposed architecture

Consider the transconductor schematic shown in Fig. 7.2. Gm is a fully differential

transconductor cell where M1,M2 form the input pair, M3,M4 the PMOS loads, and

M0, the tail current source. Vcmfb is the common mode feedback voltage generated

from Fig. 7.3 which keeps the average of Voutp and Voutm at Vcm. Igm is a current refer-

ence setting the value of Gm, which can be derived in a variety of ways ([30],[63]). It is

kept constant for the context of this discussion. High frequency operation calls for all

the transistors in the differential signal path to be of minimum length. Short channel de-

vices suffer from low output resistance and hence load the output nodes (Voutp, Voutm).

To mitigate this effect an incremental negative conductance load is added in shunt with

the transconductor. M5,M6 form the cross coupled pair which produces the negative

differential conductance (GN ) and M8 forms its tail current source. Equating the in-
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Figure 7.2: (a): Transconductor Gm loaded with negative conductance GN . (b): Sym-

bolic representation of (a).

put voltages and output currents between Fig. 7.2(a) and (b), Gm = Gm|M1 ,2/2 and

GN = Gm|M5 ,6/2. The total differential output conductance (for the half circuit), at

the output nodes (Voutp, Voutm) of the transconductor in Fig. 7.2 can thus be expressed

as (gds1 + gds3 + gds5)/2−GN where gds1, gds3, gds5 are the parasitic conductances of

M1, 2, M3, 4 and M5, 6 respectively. For the structure in Fig. 7.2 to behave like an

ideal transconductor the total differential output conductance must be set to zero.

Fig. 7.3 shows the common mode feedback circuit used to maintain common mode

of tranconductor’s outputs at Vcm. The input transistors (M1a,M1b,M2) in Fig. 7.3

should be sized such that their capacitance contribution at the output of Gm is non-

dominant, and should be large enough to ensure minimum deviation of transconductor’s

output voltages due to their offsets.

7.3 GN tracking gds

The basic principle of generating a GN which tracks an output conductance gds is

similar to the method used in [30], and its incremental picture is shown in Fig. 7.4.
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Figure 7.3: Common mode feedback circuit.

An incremental current (GN∆V ) is generated by applying a small voltage (∆V ) to a

transconductor, GN . When passed through the output conductance, gds, it produces an

differential voltage, 2GN∆V/gds, which is compared with the applied voltage, ∆V ,

and the value of transconductance is tweaked by changing its bias current (IN ) through

negative feedback until 2GN∆V/gds = ∆V . This ensures GN = gds/2. Gm_error is a

differential difference error amplifier [64] which compares the differential difference

between the output of GN with the applied input.

+

Gm_error

GN∆V
gds

+
+GN

Igm

+
-

+
-

IN

∆V

GN∆V

∆V

gds
−GN

gds
∆V

GN

gds
∆V

+

+
Gm

Figure 7.4: Principle of conductance tracking by a transconductor.

The circuit implementation of the architecture is demonstrated in Fig. 7.5. Gm is a

replica of the transconductor used in Fig. 7.2b. The transistors marked in black form the
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transconductor GN , and gds is the net parasitic conductance at Voutp, Voutm.
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Figure 7.5: Schematic of transconductance generation circuit to track the output con-

ductance gds.

A small differential DC voltage 2∆V is applied to the differential pair M5a,M6a

which rides on the common mode voltage Vcm. These voltages (Vcm ±∆V ) can be

derived from an on chip reference voltage by using resistor divider network. An in-

cremental current, 2GN∆V , thus flows through M5a,M6a into the output conduc-

tance (gds) producing incremental voltages −2GN∆V/gds and 2GN∆V/gds at Voutm

and Voutp respectively. The circuit operation can be understood from the argument of

negative feedback. If the transconductance of M5a,M6a is too high, Voutm tends to

drop and Voutp tends to rise as a result of which the transconductors T1, T2 drive the

gate of M12 higher, thus reducing the current through M9a. As this current is mirrored

through M8a into the differential pair, the increase of GN is corrected. Negative feed-

back with high loop gain forces the difference between the differential inputs of T1, T2

to zero. This ensures 2GN∆V/gds = ∆V , which forces GN to be equal to gds/2, under

all conditions. T1 and T2 form a differential difference amplifier [64] which amplifies

the difference between the output of GN and the references Vcm ±∆V . Note that the

differential difference amplifier can tolerate some offset between the common mode at

the output of GN and the common mode of the reference input. The schematic repre-

sentation of T1, T2, T3 is shown in Fig. 7.6. M1, 4 in Fig. 7.6 should be made large

enough to minimize its input offset.
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Figure 7.6: Schematic of the transconductors T1, T2, T3 used in Fig. 7.5.

Note that the above argument is completely based on small signal analysis and does

not rely on any transistor model. This makes the method universal. The exact value of

∆V is not critical as long as it is small enough to keep the transistors in the small signal

regime and large enough to override the input referred offsets of M5a, 6a, and T1, T2

in Fig. 7.5. IN has all the necessary information to ensure that GN tracks the output

parasitic conductance at the nodes Voutp, Voutm accurately with precision. Hence, this

current is mirrored through an accurate current mirror (M13,M14) and supplied as the

reference to the negative transconductance load in Fig. 7.2.

Let us now analyze the effect of mismatch on the circuit in Fig. 7.5. It can be ap-

preciated from Fig. 7.5 that any threshold voltage mismatch in M5a,M6a adds to the

applied voltage ∆V , and the transconductor Gm generates an additional output current,

thus making GN 6= gds/2. In order to alleviate this problem a chopper operation is nec-

essary which can average out the existing mismatches in the transconductors. Fig. 7.7

shows the implementation of the chopper used for neutralizing the effect of mismatch

of input pair (GN ) and that in the transconductor, Gm. The chopping switches (S1 − S8)

are pMOS transistors. φ and φb are complementary clocks running at 1MHz with 50%

duty cycle. The capacitors Cc and CLP are used for filtering out the ripples in the loop.

Note that this clock need not be accurate and can be generated on chip using a ring

oscillator. In this work an external 2 MHz reference clock has been used. This is passed

through an on-chip divide-by-two frequency divider followed by a non-overlapping

clock generator as shown in Fig. 7.8.

93



II
T

M
ad

ra
s

+

+
_

_

+

+

M5a M6a

M9a M8a

Vcm

IN

Vcm

M7

M10

M11

M12

M13M14

M15

VDD

T1

T2

T3
VoutpVoutm

Vcm +∆V

Gm

S1

S2

S3

S4

S5

S6

S7

S8

Cc

CLP

Vref

Igm

Vcm −∆V

Vcm +∆V

Vcm +∆VVcm −∆V

Vcm −∆V

Vcm +∆V

Vcm −∆V

φ

φb

φb

φ

φ
φφb

φb

Vcm

Figure 7.7: Inclusion of chopping to eliminate the effect of offsets in Gm and GN .
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Figure 7.8: Schematic for generation of chopping clock.

7.4 Secondary effects and design trade-offs

Consider the schematic of Fig. 7.5. Due to the application of differential input voltage of

2∆V , the current in M5a is greater than that in M6a, which causes Gm|M5a > Gm|M6a.

Nominally Gm|M5a = GN . For small deviations of the transconductance around 2GN ,

the Taylor series expansion of the transconductances of M5a|6a for small ∆V can be

expressed as, /5

Gm|M5a = 2(GN +∆V G′
N +

(∆V )2

2
G′′

N) (7.1)

Gm|M6a = 2(GN −∆V G′
N +

(∆V )2

2
G′′

N) (7.2)
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Assuming negligible steady state error, the loop settles when

Gm|M6a∆V/gds +Gm|M5a∆V/gds = 2∆V (7.3)

Using (7.2) in (7.3)

GN +
∆V

2
G′′

N =
gds
2
. (7.4)

From (7.4) it is evident that for effective conductance tracking, the value of ∆V should

be low enough such that the effect of device non-linearities (second order and higher)

remains negligible.

Now consider the DC loop gain of the schematic in Fig. 7.5. Assume that the com-

bined gain of the error amplifiers, T1, T2 is Aerr, and the current mirroring ratio be-

tween M9a,M7,M8a is 1:1:1. (Hypothetically) Breaking the loop at the input of the

error amplifier, the loop gain can be expressed as

L(0) = AerrGm|M12
δGN

δItail
∆V

1

gds
(7.5)

(7.5) suggests that, since the DC loop gain is proportional to ∆V a high value of ∆V is

desired. From the conflicting requirements of (7.4) and (7.5), it is desirable to maximize

the value of ∆V till the second and higher order device non-linearities start degrading

the conductance tracking.

7.4.1 Results and discussion

The transconductor in Fig. 7.2 was realized in a 0.13µm CMOS process. Igm was ad-

justed to set Gm at 12mS. IN was generated from Fig. 7.7. The transconductor was sim-

ulated over a range of temperature and supply voltages. The gain of the transconductor

without the negative conductance load was as low as 5 (14 dB). Using the negative con-

ductance load, the gain went up to 48 dB, across all process, voltage, and temperature

variations (Fig. 7.9), indicating the effectiveness of the negative transconductance track-

ing method. Simulated integrator gain distribution with mismatch for 500 Monte-Carlo

runs (Fig. 7.10) shows a minimum DC gain of 34 dB post enhancement. The distribution

shows 86% of cases having gains of more than 40 dB, a mean of 46 dB, and standard
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Figure 7.9: Transconductor gain variation with temperature and supply voltage across

process corners with chopping enabled.
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Figure 7.10: Transconductor gain distribution with mismatch over 500 Monte-Carlo

runs with gain enhancement post chopping.

deviation of 9 dB.

The proposed transconductor (with and without gain enhancement) was compared

with the one in [29] (Fig. 7.1) in a 0.13µm CMOS process. The sizes of the invert-

ers (all identical) were set such that the combination of the power consumed by the

proposed transconductor (Fig. 7.2) and the CMFB network (Fig. 7.3) was the same as
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the DC power consumption of the circuit in Fig. 7.1. VDDT in Fig. 7.1 was set such

that the transconductor in Fig. 7.1 provides a DC gain > 40dB at the typical corner.

The power consumption of the bias setting inverter I0 was left out during comparison.

Table 7.1 lists the comparative performance of the proposed transconductor (with and

without conductance cancellation). The proposed transconductor architecture does not

use any external gain tuning mechanism and achieves higher UGB as compared to the

transconductor in [29]. This is attributed to the capacitive loading of the transconduc-

tor in Fig. 7.1 which is primarily due to the input gate capacitances of I3 − 6. Since,

all inverters are sized identical, the loading is greater than that in Fig. 7.2, where the

capacitance offered by M5|6 and the CMFB circuit (Fig. 7.3) is smaller owing to their

lower Gm requirements. The common mode stability of the transconductors in Fig. 7.1

Table 7.1: Comparison of the proposed transconductor (with and without negative con-

ductance cancellation) with the state of the art negative conductance cancel-

lation based architecture.

Proposed Transconductor without [29]

transconductor load cancellation

Technology 0.13µm 0.13µm 0.13µm

VDD 1.2V 1.2V 1.2V

Gain > 40 dB 16 dB > 40 dB

Power 9mW 8mW 9mW

Integrator UGB 20GHz 22GHz 11GHz

Integrated input noise 0.5mV 0.48mV 0.56mV

Vinp|p−p for THD< −40 dB 220mV 220mV 560mV

External Gain tuning Not Required Not Applicable Necessary

dictates that gm|I3 + gm|I4 > gm|I1. Hence, even if I3 and I4 are scaled down, the max-

imum attainable UGB is around 13GHz. However, as pointed out in [29], this will be

at the cost of linearity. Due to its inverter based topology, the transistors in Fig. 7.1 have

higher overdrives, and hence can afford greater input swing, thus resulting in a higher

dynamic range than the proposed architecture.
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Chapter 8

Accurate Constant Transconductance Generation

Without Off-chip Components

The transconductances used in the all-pass filters in Chapters 2 and 5 are stabilised and

tuned using the archictecture explained in Section 3.2.2. This scheme is based on the

fixed Gm generation outlined in this chapter.

8.1 Motivation

The necessity of constant (i.e., process, voltage and temperature invariant) transconduc-

tance (Gm) bias generation circuits arises from the need for fixed transconductances in

many analog circuits like filters [30], oscillators [65], low noise amplifiers [63]. The

constant Gm bias circuits in literature can broadly be categorized into the following:

• Beta-multiplier circuits [66] and [67], each of which generate a Gm that tracks an

off-chip conductance (Goffchip = 1/Roffchip) for maintaining its constancy with

changes in temperature and on-chip process variation. However, maintaining an

off-chip component to augment the on-chip circuitry increases the cost of the

solution. Moreover, the beta-multiplier topology is based on the assumption of

square law behavior of the MOS devices which does not hold good for modern

sub-micron processes. This causes considerable deviation from its ideal behavior

[36], [63].

• Master slave topology of the beta-multiplier circuit which tracks an on-chip re-

sistor made of an MOS transistor in linear region [68]. The resistance of the

transistor is controlled by the master by comparing its value to a switched cap

resistor. Even though this approach alleviates the problem of an off-chip compo-

nent, it suffers from the requirement of an external accurate clock. Furthermore,

it also inherits the short-comings of the beta-multiplier circuit.

• A temperature compensated approach to derive a constant Gm is presented in

[63] which also gets rid of the off-chip resistor. The authors generate current ref-

erences which are proportional, constant, and complementary to the variation of

absolute temperature, and use them to generate a current source which compen-

sates for the temperature variation of electron mobility in an MOS transistor. In
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this approach as well, the authors assume a square law model of the MOS transis-

tor biased in saturation whose Gm is to be fixed. Moreover, this approach is fully

dependent on the model of the particular device whose transconductance is being

monitored, and hence is difficult to generalize.

• [36] presents a small signal method for generating a fixed transconductance. It

is based on applying a small voltage, I × Roffchip to a differential pair and ad-

justing the bias current of the pair by negative feedback such that the incremental

differential drain current is I . The bias current thus generated ensures that the

Gm of the differential pair is set to 1/Roffchip . Since this does not depend on any

assumption on the model of the device or its operating condition, it produces Gm

s which track the off-chip conductance with very high accuracy. Never-the-less,

this method also suffers from the requirement of an off-chip resistor.

This chapter presents two architectures which can generate constant transconduc-

tance with precision without the requirement of any external components and without

depending on the square law model of the MOS transistor in saturation.

8.2 Proposed achitecture

The basic premise of the idea is to generate an on-chip conductance with a pMOS

transistor in linear region and use it to track the Gm of the transconductor through a

negative feedback loop. The efficacy of the solution lies in the effectiveness of making

the conductance of the pMOS transistor constant with respect to the variation of ambient

conditions. The source to drain current, ISD, through a long channel pMOS transistor

biased in linear region is expressed as

ISD = µCox
W

L
((VSG − Vth)VSD − 1

2
V 2
SD) (8.1)

where µ is the hole mobility, Cox the gate capacitance, W/L the aspect ratio and Vth the

threshold voltage of the device. The subscripts D ,G, S refer to drain gate and source

of the transistor respectively. The incremental source to drain current when the source

is excited can be expressed as

∆ISD = µCox
W

L
(VSG − Vth)∆VS (8.2)
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For operation in deep linear region i.e., VSD ≪ VSG − Vth

∆ISD ≈ ISD
VSD

∆VS (8.3)

(8.3) refers to the fact that the incremental resistance of pMOS transistor in linear

region with a small source to drain voltage, VSD, is equal to VSD/ISD, where ISD is the

quiescent drain to source current of the device. The ratio VSD/ISD can be made con-

stant with availability of on-chip constant voltage and current references. Fortunately

there is a wide amount of literature for making highly accurate process and temperature

insensitive references [69], [70]. The availability of such references have been assumed

in this work and hence not been generated separately.

8.2.1 Generation of accurate on-chip resistance

-

+

---

Mlinear

VDD

Ibias

∆V

R = ∆V
Ibias

∆V

Figure 8.1: Block diagram demonstrating principle of operation for generating constant

on-chip resistance.

The on-chip resistance, R, is created by a pMOS transistor (Mlinear) in deep linear

region, through which a precise current Ibias is passed and a precise voltage ∆V main-

tained between its source and drain terminals through negative feedback (Fig. 8.1). This

ensures that the resistance between the source and drain terminals of this transistor is

always ∆V/Ibias irrespective of the changes in ambient conditions.
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+ +
Gm

R

Gm to stabilize

Ictrl

Gm∆V

Gm∆V R

∆V

∆V

Figure 8.2: Block diagram demonstrating principle of Gm tracking 1/R.

8.2.2 Generation of fixed transconductance

The basic principle of generating a fixed Gm from an accurately controlled resistor is

similar to [36], and is shown in Fig. 8.2. An incremental current (Gm∆V ) is generated

by applying a small voltage (∆V ) to a transconductor which is subsequently passed

through a fixed resistance, R. The incremental voltage (Gm∆V R) thus produced is

compared to the applied voltage, ∆V , and the value of transconductance tweaked by

changing its bias current through negative feedback untilGm∆V R = ∆V . This ensures

Gm = 1/R. The bias current thus generated is mirrored to all the transconductors on-

chip whose Gms need to be stabilized. A replica of the pMOS transistor, Mlinear in Fig.

8.1 is used to replicate the accurate resistance R of Fig. 8.2.

8.2.3 Differential implementation

+

+

Vcm

Vcm +∆V

Mlin_m

Ibias
Vg1

VDD

Vcm −∆V

Vcm

Ibias

Mlin_p

Vg2

Figure 8.3: Generation of constant resistance for differential operation.

A differential implementation procedure for generating constant on-chip resistance

is shown in Fig. 8.3. Two negative feedback loops hold the source voltage of Mlin_p and
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Vbias

M1 M2

M0

M3 M4

M5 M6

VDD

Vcm

M7 M8

M9

M10M11

M12

M13 M14 M15

Vout

M16

M17

M18Iref

Vcm

Cc

Figure 8.4: Schematic representation of the two stage opamp used in Fig. 8.3.

drain voltage of Mlin_m at Vcm +∆V , and Vcm −∆V respectively, while a current Ibias

is passed through them. Vcm is the common mode voltage of the differential signals

that the transconductors are supposed to process. This ensures VSD = ∆V for both the

pMOS transistors and a source to drain resistance of ∆V/Ibias. Transistors Mlin_p and

Mlin_m operate in linear region and hence degrade the loop gain. A two stage opamp

(Fig. 8.4) is used in Fig. 8.3 in order to alleviate the problem.

Replicas of Mlin_p and Mlin_m, (MR1 and MR2 respectively) are used to replicate

constant resistances in the fully differential implementation of the constant Gm bias

generation circuit (Fig. 8.5). The gate voltages, Vg1 and Vg2 which act as the control

for generating fixed resistances in Fig. 8.3 are routed to the gates of MR1 and MR2

respectively. These transistors are sized large enough such that random on-chip mis-

matches invoke negligible difference in the conductances between Mlin_p and Mlin_m

and their replicas.

M1, M2 in Fig. 8.5 form the input pair of the transconductor whose Gm is to be

fixed. M0 controls the bias current through the pair. M3, M4 form the pMOS active

loads and are sized such that their output conductances are negligible to that of MR1,

MR2. The circuit operation can be understood from the argument of negative feedback.

If the Gm of M1,M2 is too high, Vom tends to drop and Vop tries to increase as a result

of which the transconductors T2, T3 drive the gate of M7 higher, thus reducing the
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+

+
+

Vcm

Vcmfb

M1 M2

M0

M3 M4

MR1

MR2

M7

M8

M9

M10 M11

M12
M13

Igm

VDD

C1

C2 Vop

Vom

Vgs1

Vgs2

M14

Vcm

T1

T2

T3
Vcm

Vcm +∆V Vcm −∆V

Vcm +∆V

Vcm −∆V

Vcm

Figure 8.5: Generation and routing of bias current for fixed transconductance.

current through M11. As this current is mirrored through M0 into the differential pair,

the increase of Gm of M1,M2 is corrected.

A small differential DC voltage 2∆V is applied to the differential pair M1,M2

which rides on the common mode voltage Vcm. The incremental current, Gm∆V ,

throughM1,M2 flows intoMR1,MR2 producing incremental voltages−Gm∆V RMR1

and Gm∆V RMR2 at Vom and Vop respectively. RMR1 and RMR2 are the source to drain

resistances of MR1 and MR2 respectively. The transconductors, T2, T3 which are in

the negative feedback loop forces Vop, and Vom to Vcm + ∆V , and Vcm − ∆V respec-

tively. This ensures that the quiescent conditions of MR1, MR2 are identical to Mlin_p,

Mlin_m in of Fig. 8.3 respectively, thus making their incremental resistances identi-

cal (i.e. RMR1 = RMR2 = ∆V/Ibias). Also, since Gm|M1,M2∆V RMR1,MR2 = ∆V ,

Gm|M1,M2 settles to Ibias/∆V .

The bias current that flows into the differential pair has all the dependencies needed

to make the Gm|M1,M2 insensitive to changes in ambient conditions. Hence this current

is mirrored through an accurate current mirror M12,M13 to the transconductors in the

rest of the chip. T1 assists in maintaining the drain voltages of M12,M13 identical,

ensuring perfect mirroring without loss of head-room. The schematic representation of

the transconductors T1, T2, T3 is shown in Fig. 8.6
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Vbias

M1 M2

M0

M3 M4

M5 M6

VDD

Vcm

Vcm

M7
M8

M9

M10M11

M12

M13 M14 M15

Vout

Iref

Figure 8.6: Schematic of the transconductors T1, T2, T3 used in Fig. 8.5.

8.3 Alternate compact implementation

The architecture presented thus far generates a constant on-chip conductance using neg-

ative feedback and subsequently uses the generated conductance to track the transcon-

ductance of a transonductor using another negative feedback loop. This requires three

negative feedback loops (Fig. 8.3 and Fig. 8.2) with large error amplifiers which con-

sumes a large area. This section presents an alternate, simpler realization of fixed

transconductance generation circuit that uses a single negative feedback loop and thus

makes it more area efficient with respect to the architecture of Section 8.2.3.

+

+

+

+Gm∆V

Iref

Iref

Gm∆V

Gm∆V
Igm

Figure 8.7: Principle demonstrating Gm locking to Iref/∆V .

The principle of operation is shown in Fig. 8.7. Gm is the transconductance which

is to fixed. A DC incremental voltage, ∆V , at its input produces an output current
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Gm∆V , which is compared to a fixed current Iref , and value of the transconductance

tweaked by changing its bias current, Igm, through negative feedback. The loop settles

when Gm∆V = Iref , thus making Gm = Iref/∆V . Constant Iref and ∆V ensure a

constant Gm.

M1 M2

M3 M4

M0

Vcm

+∆V

Vcm

−∆V

M5
M6

Vcm

M10M11

M12
Vcm

Iref

Iref

VDD

M8

M9

Igm

kIgm

×k ×1
T1

Cc

cmfb

Vop

Vom
T2

Figure 8.8: Transconductance generation circuit to track Iref/∆V .

The circuit implemention of the architecture is shown in Fig. 8.8. The transistors

marked in black form the transconductor cell whose Gm is to be fixed. M1, 2 form the

nMOS input pair, M0 is the tail transistor, and M3, 4 are the pMOS active loads driven

by cmfb generated by a split transistor telescopic differential pair shown in Fig. 7.3. A

small incremental DC voltage 2∆V riding on a common mode voltage Vcm is applied to

the differential pair M1,M2. An incremental current, Gm∆V , that flows into the drain

of M1 (and out of M2) is compared to a constant reference, Iref . Like Section 8.2.3

the circuit operation can be understood from the argument of negative feedback. If the

transconductance of M1,M2 is too high, Vom tends to drop and Vop tends to rise as

a result of which transconductor T1 drives the gate of M8 higher, thus reducing the

current through M5. Since this current is eventually mirrored through M0 to the dif-

ferential pair, the increase in Gm of M1,M2 is corrected. Negative feedback with high

loop gain forces Gm of M1,M2 to adjust such that Gm|M1 ,2∆V = Iref , thus ensuring

Gm|M1 ,2 = Iref /∆V . High loop gain also forces the input of the error amplifier T1

to be virtual short. This ensures that the differential parasitic conductance of M1 − 4,

do not carry any incremental current. The bias current through M5 has all the neces-
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sary information to ensure fixed transconductances for M1,M2. Hence, this current (or

some multiple, k, of it) is mirrored through an accurate current mirror, M10,M11 and

supplied as the reference currents to all the transconductors on-chip.

Note that the circuit in Fig. 8.8 does not have any constraint on speed, as it operates

in isolation with respect to the other transconductors on-chip. Hence, the feedback loop

can be made arbitrarily slow to achieve stability and high loop gain. Transconductances

T1, T2 are single stage telescopic cascode opamps as shown in Fig. 8.6, which ensure

high enough loop gain to minimize the steady state errors. Also note that the above ar-

gument is completely based on small signal analysis and does not rely on any transistor

model. This makes the method universal.

M12

×k

Vcm

kIgm

M10M11

×1

T2

M9

Igm Vcm

M6
M5

M8

Cc

VDD

T1

M3 M4

cmfb

Vop

Vom

Vcm

Iref

±∆V

M1 M2

M0

CLP

φ

φb

φ

φb

M7

CLP

M13M14

M15

M16

M17

Figure 8.9: Inclusion of chopping to eliminate offset of M1, 4.

Let us now analyze the effect of transistor mismatch on the circuit in Fig. 8.8. It can

be appreciated that any threshold voltage mismatch 2δv between M1,M2 adds to the

applied incremental input 2∆V , and forces the loop to settle at Gm(∆V + δv) = Iref .

This can be alleviated by introducing chopping which averages out the mismatches in

the input pair and the active loads. This is shown in Fig. 8.9. The chopping switches are

pMOS transistors (not shown in the figure), φ and φb are complementary clocks running

at 1MHz. Note that like Chapter 7 this clock need not be accurate and can be generated

on-chip using a ring oscillator. The capacitors CLP and Cc are used to filter out the

ripples in the loop.
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Vcm

Vcmfb

M1a M2a

M0a

M3a M4a

Igm

VDD

Mbias

Vcm

Figure 8.10: Simulation schematic of the transconductor whose bias current is gener-

ated in Fig. 8.9.

8.4 Simulation results and discussion

The mirrored current, Igm, in Fig. 8.9 was used to bias another transconductor on-chip

(Fig. 8.10). Circuits in Fig. 8.9 and Fig. 8.10 were simulated in conjunction over a range

of temperature and supply voltages in a standard 0.13µm CMOS process, and Gm

of M1a,M2a measured. Vcm was set to 800 mV. ∆V was set at 20 mV, and Ibias at

230µA, which makes the expected Gm = 11.65 mS. The input pair, M1,M2 of Fig. 8.9

were sized such that their overdirve ≈160 mV for a Gm =11.65 mS. This ensured that

with a ∆V of 20 mV input pair M1, 2 operate within its linear range of operation.
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Figure 8.11: Simulated variation of Gm|M1a,M2a of Fig. 8.10 with temperature.
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Figure 8.12: Simulated variation of Gm|M1a,M2a of Fig. 8.10 with supply voltage.

Fig. 8.11 shows the variation of Gm|M1a,M2a over a temperature range from 0◦C to

70◦C across the process corners. The cumulative variation of Gm is less than 1% over

this range. The ambient supply voltage was varied by from 1.1 − 1.4V and variation

of Gm plotted in Fig. 8.12. Again it deviated less than 2% from its ambient value.

However, as mentioned earlier these plots have been obtained with the assumption of

perfect current and voltage references. Single-trim constant voltage references, popu-

larly known as bandgap references have been reported to vary by less than 1% for a

temperature range of 0 − 70◦C [69]where as [70] reports a variation of 0.25% for its

constant current reference. With the use of these references, an on-chip constant Gm

circuit can be realized without the necessity of any off-chip intervention.
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Chapter 9

Conclusion and Future Scope

This thesis proposed a way of realizing large tunable delays over a wide bandwidth

using variable order all-pass filter necessary for wide band beamforming, and used the

proposed architecture to demonstrate true-time expansion and compression of continu-

ous time, high frequency, analog pulses.

Lumped element realizations of a delay lines using all-pass filters have been demon-

strated in literature. However, the usefulness of an all-pass filter to generate large delays

over wide bandwidth has not been explored to the fullest. The primary reason behind

this is that, almost all the reported works on all-pass filters resort to cascading unit delay

cells for realizing large delay range. This approach led to distortions in magnitude and

delay characteristics as the number of cascaded units increased owing to the effect of

the parasitic capacitances at the unit cell interfaces. This thesis discussed the limitations

of this approach and introduced an architecture suitable for realizing high order all-pass

filters to generate large delays while not compromising on the delay range, and magni-

tude flatness. This was possible by recognizing that a pulse launched into transmission

line terminated by an open or a short circuit returns to the input port after a round trip

delay. A simple arrangement cancels the incident pulse at the input port and leaves only

the reflected pulse, which is a delayed version of the pulse. Changing the length of

the transmission line changes the delay. A lumped element approximation of this is a

singly terminated LC filter with programmable order, with a flat group delay charac-

teristics. A Gm–C counterpart of the LC filter was used as the variable order ladder

filter. Coarse tuning of delay was realized by changing the filter’s order while keeping

the bandwidth constant and fine tuning was implemented by changing the filter’s band-

width utilizing the delay-bandwidth tradeoff. The proposed claims were validated with

a test chip fabricated in 0.13µm CMOS process, which demonstrated a delay tuning

range of 250 ps–1.7 ns, over a bandwidth of 2 GHz, while maintaining a magnitude de-
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viation of ±0.7 dB, and dissipating 112 mW–364 mW of power between its minimum

and maximum delay settings.

The latter part of the thesis explored an area-efficient method of realizing expan-

sion and compression of continuous-time, high frequency analog pulses. Continuous

time methods of realizing expansion of high frequency pulses are beneficial in that they

slow down the signal without any loss of information, which helps in further digitiza-

tion using a slower and more accurate ADC. Compressing a pulse on the other hand

helps in generation of high frequency pulses using slower hardware. Prevalent methods

of pulse expansion / compression use modulation of these high frequency pulses using

even higher frequency carriers (often photonic) and then stretching the modulated en-

velope using a dispersive media. Dispersive medium take a large area and often makes

the solutions off-chip. This thesis demonstrated pulse expansion / compression using

the method proposed in [28]. This is based on storing an input pulse as state vari-

ables in a continuous-time filter whose delay exceeds the pulse duration, and, once the

pulse is completely “inside” the filter, reducing or increasing its bandwidth. Using this

method this work demonstrated an IC implementation of both expansion and compres-

sion in the same chip. Circuit design challenges of IC implementations were discussed

and pulse expansion and compression by factors of 1.8× and 1.7× respectively were

demonstrated in a 0.13µm CMOS process. The prototype chip included a seventh order

all-pass filter with switchable bandwidth between 870 MHz and 472 MHz and circuitry

to generate Gaussian / monopulse for testing.

This thesis also proposed a gain enhanced, high frequency transconductor with no

internal nodes, based on automatic cancellation of its parasitic conductance across vari-

ations of process voltage and temperature. Architectures to tune the transconductance

while keeping it constant across variations of process, voltage and temperature were

discussed. These transconductors with their automatic tuning loops were used in the

variable and fixed order filters to realize the delay lines and their efficacy demonstrated.

9.1 Suggestions for future work

The building blocks of the delay lines used in this thesis were the unit Gm cells. They

were sized such that their transconductances vary within ±2% with random mismatch,

which was essential to keep the distortion of the pulse shape due to group delay distor-
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tion within acceptable limits. This condition fixed the power consumption of the unit

cell and thus of the active delay line as well. Calibration of random mismatches of

these transconductors through bias currents can reduce the power consumption. Reduc-

ing the quiescent current would reduce the transconductor’s Gm, which would increase

the noise of the APF. However, as has been argued in the thesis, the noise contribution

of the transconductors in the APF reduce further down the ladder. Calibration of these

unit cells in the latter half of the ladder can significantly reduce the power consumption

of the delay line without degrading its noise performance appreciably.

The bandwidth and the linearity of the active delay line demonstrated in this thesis

was limited by the transistor parasitics, and the linearity of the transconductors. An

LC or transmission line based delay line using the proposed architecture can signifi-

cantly increase the bandwidth and improve linearity. This improvement will occur at

the expense of the chip area. However, the realizable delay of the proposed architecture

corresponds to the round trip delay of a transmission line, as opposed to the existing

architectures which use one way delay of the input signal in a doubly terminated line.

This can result in 2× area improvement with respect to the existing trombone like ar-

chitectures [7] for the same delay.

Full duplex communication has gained a lot of research interest in the recent years

in the quest of increasing bandwidth of wireless transceivers The critical challenge for

realizing an effective full duplex system is the cancellation of large transmitted power

that couples into the receiver path. With the advent of 5G systems which can support

multiple antennas, beamforming systems with high linearity can be used to significantly

suppress this interference, without compromising the EVM of the received signal espe-

cially in dense constellation based wireless standards. The proposed architecture can

also be used for broadband beamforming after downconversion at baseband for 5G sys-

tems where the expected baseband bandwidth is in excess of 1 GHz [1]. Since baseband

signal processing is preceded by many gain stages in a receiver, the effect of its noise

becomes insignificant.

This thesis also demonstrated an IC implementation of expansion and compression

of continuous-time analog signals. Using the same principles, realization of higher

expansion / compression factors can be explored. Two of the primary impediments to-

wards such a realization in this work were the power consumption of the delay lines,
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and the operating point mismatch between two halves of the filters used for transfer

function scaling. To get around the operating point mismatch coupling capacitors were

used. This increased the chip area and reduced the achievable bandwidth due to the

parasitic bottom plate capacitances. Both of these issues can be addressed with the help

of mismatch calibration of the transconductors used in the filter’s ladders.

The bandwidth changing trigger signal used in this work for demonstrating pulse

expansion / compression was provided externally. In any future implementation of this

architecture the on-chip integration of the switching trigger can be explored. One of the

possible ways of realizing the same is mentioned in the footnote of Chapter 6.
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Appendix A

Measurement of Noise Spectral Density

This appendix explains the method used for characterizing the noise of the filters in

Chapter 4 and 6. It is same as the method used in [40] with a slight modification in

the estimation of the loss of the test setup. ss Fig. A.1(a) shows the test setup used to

Chip

BufferAPF Balun

Test Board

Z0

SA

Sf

R

Sint

SR

Sfull

HAP

Hint

Buffer Balun
Z0

R

Sint

SR

Sd

Hint

(a)

(b)

Direct

Path

Figure A.1: Noise contributors in the test setup (a) with filter path enabled and (b) with

direct path enabled.

characterize the noise of the filter chain, and de-embed the effect of the test setup. SR,

Sf , Sint are the input referred noise spectral density of the on-chip termination resistor

at the input of the filter, the filter under test and the test interface between the output of

the filter and the spectrum analyzer (SA). HAP and Hint are the transfer functions of the
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filter, and the test interface respectively. Assuming negligible current at the input of the

APF, the observed noise spectral density at the spectrum analyzer is given by

Sfull = (SR|HAP |2 + Sf |HAP |2 + Sint)|Hint|2 (A.1)

Fig. A.1(b) shows the same setup with the direct path in the chip enabled. The filter no

longer contributes to the output noise and the observed output noise PSD is given by

Sd = (SR + Sint)|Hint|2 (A.2)

Subtracting (A.2) from (A.1) and assuming |HAP | ≈ 1 and Sf ≫ SR

Sfull − Sd = Sf |HAP |2|Hint|2 (A.3)

which implies

Sf = (Sfull − Sd)/|HAP |2|Hint|2 (A.4)

From (A.4) it is evident that to measure the filter’s input referred noise, it is necessary

to find |HAPHint|. Fig. A.2 shows the test setup used to find |HAPHint|, using a vector

network analyzer (VNA). V+ denotes the voltage wave incident on the input port of the

+
−

Chip

BufferAPF Balun

Test Board

Z0

VNA

R

HAP

Balun

V+

ΓV+

VR

0

V0

Hint

VNA

Z0

Figure A.2: Test setup for evaluating |HAPHint|.

device under test. ΓV+ is the reflected wave at the input port. VR is the filter’s input

voltage observed across the termination resistor R. From inspection of Fig. A.2

V0

VR
= HAPHint (A.5)
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Assuming lossless power transfer through the balun between the input and the termina-

tion resistor R
V 2
+

Z0
(1− |Γ|2) = V 2

R

R
(A.6)

Also the measured transmission scattering parameter S21 is given by

S21 =
V0

V+

(A.7)

From (A.7), (A.6) and (A.5) and using Γ = S11, where S11 is the scattering parameter

representing reflection at the input port.

|HAPHint|2 =
|S21|2Z0

R(1− |S11|2)
(A.8)

Using (A.8) in (A.4), the filter’s noise spectral density can be represented as

Sf =
(Sfull − Sd)(1− |S11|2) R

Z0

|S21|2
(A.9)

Since all the quantities in the right hand side of (A.9) are explicitly measurable, (A.9)

gives an accurate estimation of the filter’s noise spectral density [40]. It is worth men-

tioning that, since |HAPHint| is accurately known, any signal swing at the output of the

filter can be referred back to its input by dividing it by |HAPHint|. This is useful for

estimating the peak-peak input signal swing by observing the output in a spectrum ana-

lyzer. This technique is used to measure the allowable swing at the input of the filter for

which it has introduced certain amount of distortion. Any error in the measurement of

|HAPHint| affects the de-embedded noise and distortion quantities equally, and hence

does not affect the measured dynamic range.

+
−

A Chip

R

Balun
VR

VNA

Z0

(α)

αP+

|Γ|2

α
P+cables

+

P+

|Γ|2P+

Figure A.3: Effect of path loss on power transfer.

In practice the lossless power transfer assumption is not strictly valid especially at
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high frequencies. The effect of the power loss through the balun and the connectors

is mimicked as the attenuation of the incident power P+ by a factor α (insertion loss)

through the balun as illustrated in Fig. A.3. The power transferred to the resistor R is

now expressed as

V 2
0

R
= P+(1− |Γ|2)− Pbal (A.10)

where P+ = V+
2/Z0 and Pbal is the power dissipated in the balun and the cables, and

can be expressed as the sum of the power lost by the incident and the reflected wave

flowing through it. For real α (implying resistive loss)

Pbal = P+(1− α) + Γ2P+(1/α− 1) (A.11)

Substituting P+ = V+
2/Z0

Pbal =
V 2
+(1− α)

Z0
+

Γ2V 2
+(1/α− 1)

Z0
(A.12)

Substituting (A.12) into (A.10) yields

αV 2
+

Z0
(1− (Γ/α)2) =

V 2
R

R
(A.13)

and the (A.9) gets modified as [40]

Sf =
(Sfull − Sd)(1− |S11/α|2)αRZ0

|S21|2
(A.14)

A.1 Measurment of insertion loss (α)

The work in [40] assumes a frequency independent balun loss. In this section a method

similar to the power transfer analysis of the previous section is used to estimate the

frequency dependent insertion loss due to the test setup at the input of the APF.

Note that α in Fig. A.3 is defined as the power loss of the forward or the backward

travelling wave through the balun. Power of forward travelling wave can be conviniently

measured using a VNA with matched output termination. To evaluate the insertion loss

in the test setup due to balun and the connectors from input to output, two identical

baluns were connected back to back between the two ports of a VNA as shown in
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+
−

Balun

VNA

Z0

Balun Z0

VNA

Connectors

0

Pb+ P0

|Γ|2Pb+

S2
21bal =

P0

Pb+

(α) (α)

Figure A.4: Setup for measuring balun loss under.

Fig. A.4. Their S21 was then measured to obtain the loss of the of the entire setup, con-

sisting of two back-to-back connected baluns and the associated connectors. However,

to estimate the actual power transfer ratio between the input and the output ports of the

VNA it is required to nullify the effect of reflection of power at the input port. The

reflection was accounted for by measuring the S11 of the setup and the insertion loss

was estimated as

α =

√

|S21bal|2
1− |S11bal|2

(A.15)

where S21bal and S11bal are the forward transmission and input reflection scattering pa-

rameters of the test setup of Fig. A.4 respectively. The square root term in (A.15) ac-

counts for the loss contributed by half the setup on the one side of the dashed line in

Fig. A.4.
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Figure A.5: Insertion loss of the balun and the associated connectors.
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Fig. A.5 shows the de-embedded insertion loss1 of a single balun and the associated

connectors of Fig. A.4.

1The variable order APF that was published as “A 2 GHz bandwidth, 0.25-1.7 ns true-time-delay

element using a variable-order all-pass filter architecture in 0.13µm CMOS,” in IEEE J. Solid-State

Circuits, vol. 52, no. 8, pp. 2180-2193, Aug. 2017, assumed a constant, frequency independent balun

loss of 2 dB.
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Appendix B

Multi-variable Numerical Optimization for Fitting

Measured and Simulated Filter’s Responses Using Space

Mapping Technique

This appendix explains the method used to fit the measured group delay response of

the APF in Chapter 4 with simulation by varying the transconductances of the eighteen

transconductors of Fig. 2.8, as shown in Fig. 4.6. This is an application of the technique

used for post layout optimization of AC responses of continuous-time filters in [42].

This optimization is based on developing a simplified model of the filter which can

be simulated much faster than the SPICE based simulations, and using the model to

simulate the filter multiple times to match the response to the desired waveform. In this

case a state space model of the all-pass filter of Fig. 2.8 was developed in MATLAB c©.

The APF of Fig. 2.8 is reproduced in Fig. B.1 whose state space model can be expressed

as

Ẋ = AX+BU (B.1)

Y = CX+DU (B.2)

where A,B,C,D are the state-variable matrices, and X,Y,U are the filter’s states (node

voltages), outputs and inputs respectively.

Let a transconductor (other than the ones forming the summing taps) with its in-

put connected to Vk and output to Vl in Fig. B.1 be marked as gkl with an appropriate

polarity. Also let gi1 represent the transconductor connected between the input Vi and

the node V1. Using these notations, the A,B,C,D and the X,Y,U matrices for the

all-pass filter of Fig. B.1 can be represented as
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C8 C9C2 C3 C4 C5 C6 C7

V2 V3 V4 V5 V6 V7 V8 V9

order:2 order:3
order:4 order:5

order:6 order:7 order:8
order:9

Vi

−1

RAP

C1

V1

VAP

Cp

VDDH

+2

order:1

−g21 −g32 −g43 −g54 −g65 −g76 −g87 −g98

g12 g23 g34 g45 g56 g67 g78 g89

−g11

gi1

Figure B.1: Schematic of the all-pass filter of Fig. 2.8 with mismatches in the trancon-

ductors (other than the summing taps).
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(B.3)

B =
[
gi1
C1

0 0 0 0 0 0 0 0
]T

(B.4)

C =
[

2 0 0 0 0 0 0 0 0
]

(B.5)

D =
[

−1
]

(B.6)

X =
[

V1 V2 V3 V4 V5 V6 V7 V8 V9

]T

(B.7)

Y =
[

VAP

]

(B.8)

U =
[

Vi

]

(B.9)
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The inbuilt MATLAB c© function “ss2tf” gives the filter’s transfer function from the

A,B,C,D matrices.

To match the measured group delay response of Fig. 4.6 with simulations, the mea-

sured delay response was imported in MATLAB c©. All the transconductances in (B.3)

and (B.4) were assigned nominal initial values, and the capacitors assigned the ideal val-

ues (since capacitances depend mostly on lateral dimensions, and not on doping and mo-

bility, their gradient across the die was neglected in comparison to the transconductors).

The optimization routine “fminsearch” in MATLAB c©was run to minimize the mean

squared error, defined as the integral of the squared difference between the simulated

and measured group delay over a certain bandwidth, while varying the transconduc-

tance values gkl. The optimization routine runs in less than 2 minutes using a 3.4 GHz,

8 core processor. The transconductance values extracted for different orders are consis-

tent, i.e., for example transconductance values extracted for the seventh order case are

the same as the transconductance values in the first seven stages when extracted for the

ninth order case. This confirms that the variations are mainly in the transconductance

values and not in capacitance values.The corresponding transconductances represent

the Gms of the transconductors that provide the measured group delay response and

these are shown in Fig. 4.5.
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