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1 Introduction to ZFC

ZFC (shorthand for Zermelo-Fraenkel set theory with the axiom of Choice) is a first order theory in the
language with one binary relation symbol: €. The theory attempts to capture the true facts in the structure
(V, €) where V is the “universe of all sets”. The axioms of ZFC are: Extensionality, Comprehension/Separation,
Pairing, Union, Replacement, Infinity, Power Set, Foundation/Regularity and Choice. Most of these axioms say
that the universe of sets is closed under several operations (For example, the axiom of pairing says that for
any two sets x,y, there is a set with z,y as members).

Axiom 1.1 (Existence).

Axiom 1.2 (Extensionality).
VaVy[Vz(z €z <= z€y)) = z =1y

Extensionality says that if two sets have the same members, then they are equal. Note that the converse
is automatically true by the substitution rule in first order logic.

Definition 1.3. (Vz € y)(¢) abbreviates (Vx)(x € y = ¢) and (3z € y)(¢) abbreviates (Iz)(x € y A ¢).
Define x Cy iff Vo(v € z = v € y).

Axiom 1.4 (Comprehension Scheme). For every formula ¢ in which y is not free,

VeIyVo(v €y <= (v E€x A P))

Axiom of comprehension is an axiom scheme, one axiom for each ¢. Intuitively, it says that for every set
x and a property ¢(v), = has a subset y whose members are precisely those v €  for which ¢(v) holds. We
write

{veax: ¢}

to denote this subset. The empty set is defined by 0 = {z : © # x}. Define the difference of z,y by
z\y={vex:v¢y}

Definition 1.5 (Intersection). For X # 0, define the intersection of setsin X, (X ={v: (Vy € X)(v € y)}.
Note that ()X exists: Let w € X and use comprehension to get {v e w: (Vy € X)(vey)} =N X.

Axiom 1.6 (Pairing).
VaVydz(xz € z Ny € z)

It follows that {x,y} exists: Let z be any set that has x,y as members and apply comprehension to get
{z,y}={vez:v=aVvv=y}

Definition 1.7 (Ordered pair). (x,y) = {{z},{z,y}}
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It is easy to check that (z,y) = (u,v) iff = v and y = v. We’ll use sometimes write (z,y) instead of
(x,y) for ease of typing.

Axiom 1.8 (Union).
VXTyWo(v e X = v Cy)

The axiom of union says that for every set X, there is a set y which contains the union of those sets
which are members of X. Together with axiom of comprehension, it implies that every set = has a union

sz{v:ﬂw(wéx/\véw)}
Axiom 1.9 (Replacement Scheme). For each formula ¢ in which B is not free,
VA[(Vz € A)(3ly)¢(x,y) = IB(Vx € A)(Jy € B)(¢(z,y))]

Here, (3'z)(¢(x)) (“there exists a unique x such that ¢(z)”) abbreviates JaVy(¢(y) <= = =y). Note
that, like comprehension, this is also an axiom scheme. Replacement says that, if a formula ¢(z,y) defines a
“function” z — y on the set A (in the sense that for each x € A, there is a unique y such that ¢(z,y) holds),
then there exists a set B which contains the range of this “function” on A.

Before we introduce the next axiom, we need to define some notions.

2 Relations, functions and well orderings
Definition 2.1 (Cartesian Product). The Cartesian product of A and B is
AxB={({z,y):x€ ANy € B}

The existence of A x B is justified by the following.

Theorem 2.2.
VAVB3C(C = A x B)

Proof. 1f either one of A, B is empty, then A x B = 0 and therefore it exists. So assume A, B are both non
empty. First note that, by replacement, for each x € A, we can form the set p(z, B) = {(x,y) : y € B}.
Applying replacement once more, the set {p(x, B) : € A} also exists. Now apply the axiom of union to get
Ax B=\J{p(z,B):x € A}. O

Definition 2.3 (Relation). R is a relation iff every member of R is an ordered pair:

(Vz € R)(3z)(3y) (2 = (z,y))

We sometimes write 2Ry in place of (z,y) € R. Define dom(R) = {z : (3y)({z,y) € R)} and range(R) =
{y: (Fr)((z,y) € R)}.

Definition 2.4 (Function). f is a function iff f is a relation and

VavVyvz [((z,y) € fA(z,2) € f) = y = 7]

If f is a function and (z,y) € f, we write f(z) = y (y is the (unique) value of f at z). We write
f:A— Biff fisa function, dom(f) = A and range(f) C B. A function f is injective or one-to-one iff for
every x1,x2 € dom(f), f(z1) # f(x2). A function f: A — B is surjective or onto iff for every y € B, there
exists © € A such that f(x) =y. If f is a function and w is a set, we define the restriction of f to w, f [ w,

by {(z,y) € f: z € wNdom(f)}.

Definition 2.5 (Isomorphism). Suppose R, S are relations and A, B are sets. We write (A, R) = (B, S) iff
there is a bijection f: A — B such that for every x,y € A, xRy iff f(x)Sf(y).



Definition 2.6 (Linear ordering). We say that (X, <) is a (strict) linear/total ordering if < is a relation
that satisfies the following.

o (Irreflexive) For allx € X, x A x.
o (Transitive) For all x,y,z € X, if x <y and y < z, then © < z.

e (Total) For every xz,y € X if v # vy, then either x <y ory < x.

If (X, <) is a linear order, and z,y € X, we sometimes write x < y to denote x = y or x < y. Define the
set of <-predecessors of z in X by pred(X,<,z) ={y € X : y < x}.

Definition 2.7 (Well ordering). (X, <) is a well ordering iff (X, <) is a linear ordering and every non empty
subset of X has a <-least member.

Note that if (X, <) is a well ordering then for every z € X, either x is <-largest member of X or z has
a <-successor y which means that < y and for every z < y, z < x.

Lemma 2.8. Suppose (X, <) is a well ordering. Then (X, <) is not isomorphic to (pred(X, <, z), <) for
any x € X.

Proof. Suppose not and let f : X — pred(X, <,x) be an isomorphism. Note that f(z) < x so the set
W ={y e X: f(y) <y} is non empty. Let z be <-least member of W. So f(z) < z. Since f preserves <,
we also get f(f(z)) < f(z). Sow = f(z) € W and f(w) < w which is a contradiction. O O

Lemma 2.9. Suppose (X, <) is a well ordering and f : X — X is an isomorphism. Then [ is the identity
function on X.

Proof. Let f: X — X be an isomorphism and, towards a contradiction, suppose for some z € X, f(z) # «.
Since < is a well order, there exists x € X such that that f(x) # = and x is <-least such member of X. Put
y = f(x). Then either y < z or x < y.

If y < z, then f(y) = y as & was <-least non fixed point of f. But since f preserves < and y < =z,
y = f(y) < f(x) = y which is impossible.

Next suppose z < y. Since f is surjective, there is some w € X such that f(w) = z. Clearly, w £ z so
x < w. But then y = f(z) < f(w) = x which contradicts = < y. O O

Corollary 2.10. Suppose (X, <1) and (Y,<2) are well orderings and f : X - Y and g : X — Y are
isomorphisms. Then f = g.

Theorem 2.11. Suppose (X, <1) and (Y, <3) are well orderings. Then exactly one of the following holds.
(1) (X,<1) = (Y, <2).
(2) For some x € X, (pred(X, <1,z),<1) = (Y, <2).
(8) For somey €Y, (pred(Y, <2,y), <2) = (X, <1).
Furthermore, in each of the three cases, the isomorphism is unique.

Proof. Note that Lemma [2.§ implies that at most one of the three cases can occur. Put

f = {(l’,y> : (l’ € X) A (y € Y) A (pred(X, -<1,.’E), '<1) = (pred(Y7 '<27y)a '<2)}

Use Lemmato show that f is a function, dom(f) is a <;-initial segment of X, range(f) is a <»-initial
segment of Y and { is an isomorphism from (dom(f), <1) to (range(f), <2). Towards a contradiction, suppose
that all of (1), (2) and (3) fail. Then dom(f) # X and range(f) # Y. Let u be the <;-least member of
X \ dom(f) and let v be the <3-least member of Y \ range(f). But then (v,w) € f which is impossible. The

uniqueness of the isomorphism in each of the cases follows from Corollary
O

We can now state the axiom of choice.



Axiom 2.12 (Choice).
VX3 < ((X, =) is a well ordering)

Lemma 2.13. Suppose X,Y are non empty sets, 0 ¢Y and F : X — Y. Then there exists h: X — JY
such that for every x € X, h(x) € F(x).

Proof. Let < be a well ordering on Z = | JY. Define h(z) to be the <-least member of F(z). More formally,
h={(z,y) e X xZ:ye Flx) N(Vz € F(x))(y 2 2)}. O

3 Ordinals

Definition 3.1 (Transitive sets). A set x is transitive if every member of © is a subset of x.
Definition 3.2 (Ordinals). x is an ordinal iff x is transitive and (x, €) is a well ordering.

We are slightly abusing the notation here since € is not a set. Nevertheless, for any set x, the relation
ex ={{y,2) :y €Ex Nz €x Ay € z} is the restriction of the membership relation on z. So € stands for £, in
the pair (z, €).

The proof of the following facts are left to the reader.
Fact 3.3. (a) If x is an ordinal and y € x, then y is an ordinal and y = pred(z, €,y).
(b) If z,y are ordinals and (x,€) = (y, €), then x = y.
(¢) If x is an ordinal, then x ¢ x.
(d) If x,y are ordinals, then exactly one of the following holds: x =y, x €y, y € z.
(e) If C is a non empty set of ordinals, then there exists x € C such that Vy € C(y =x V x € y).
Theorem 3.4. There is no set that contains every ordinal.

Proof. Suppose not and (using comprehension) let X be the set of all ordinals. Then by Fact a) X
is transitive and by Fact B.3|(c, d, e), (X, €) is a linear ordering. Finally, by Fact 3.3(e), (X, €) is a well
ordering. So X is an ordinal. Hence X € X. But this contradicts Fact [3.3c). O

Lemma 3.5. If A is a set of ordinals, then (A, €) is a well ordering. Hence if A is a transitive set of
ordinals, then A is an ordinal.

Proof. Use Fact O
Theorem 3.6. For every well ordering (X, <), there is a unique ordinal A such that (X, <) = (A, €).

Proof. Let Y be the set of all z € X such that (pred(X, <,x), <) is isomorphic to an ordinal. Using the
axiom of replacement, define a function f on Y by letting f(z) to be the unique ordinal which is isomorphic
to (pred(X, <,x),<). Let A = range(f). Note that A is a transitive set of ordinals. Hence, by Lemma
A is an ordinal. It is also easy to check that f:Y — A is an isomorphism from (Y, <) to (4, €).

So we would be done if Y = X. Suppose Y # X. Note that Y is a <-initial segment of X. Let b be the
<-least member of X \ Y. Then Y = pred(X, <,b). But (pred(X, <,b), <) is isomorphic to the ordinal A.
So b € Y which is a contradiction.

The uniqueness of A follows from Fact [3.3|(b).

O

Definition 3.7 (Order type). If (X, <) is a well ordering, let type(X, <) be the unique ordinal A such that
(X, =)= (4,¢€).

We denote ordinals by Greek letters: «, (3, 7, etc. and from now on we’ll write a« < [ instead of
a € B. In what follows, we write (Va)(¢) instead of (Va)(« is an ordinal = ¢) and (Ja)(¢) instead of
(Ja)(a is an ordinal A ¢).



Definition 3.8 (sup, min). For a set of ordinals A, define sup(A) =|J A and, if A #0, min(A) =) A.
Check that sup(A) is the least ordinal > every ordinal in A and min(A) is the least ordinal in A.
Definition 3.9 (Successor and limit). The successor of a is defined by
S(a) =aU{a}
An ordinal « is called a successor ordinal if for some ordinal 8, a« = S(B). Otherwise « is a limit ordinal.
Note that S(«) is the least ordinal bigger than o.
Definition 3.10 (Natural numbers). « is a natural number iff for every < «, B is a successor ordinal.

We define 1 = S(0), 2 = S(1), 3 = S(2) etc. To ensure the existence of the set of all natural numbers,
we need the following.

Axiom 3.11 (Infinity).
Jx(0 € x A (Vy € x)(S(y) € x))

If0exn(Vy € x)(S(y) € z), then (using comprehension) we define w = {y € z : y is a natural number}.

Given two linear orderings (L1, <1) and (Lz, <2), one can define another linear ordering by putting a
copy of (Lg, <o) after a copy of (L1, ~<1). The following definition makes this precise.

Definition 3.12. Suppose (L1, <1) and (La, <2) are linear orderings. We define the sum
(L, =) = (L1, =1) @ (£2, <2)
as follows.

(1) L= (L1 x {0}) U(L2 x {1}).
(2) For every x,y € L, x <y iff one of the following holds
(a) = (a,0), y = (b,0) and a <1 b.
(b) x = (a,1), y=(b,1) and a <2 b.
(c) x = (a,0) and y = (b, 1).
It is easy to check that the (L, <) = (L1, <1) @ (L2, <2) is also a linear ordering. Note that we defined
L= (L x {0})U(L2 x {1}) (and not L = Ly |J L2) because L1, Ly may not be disjoint.

Definition 3.13 (Ordinal addition).
a+ = type((a, <) @ (8, <))

It is easy to check that o+ 8 is an ordinal. Note that S(a) = a+ 1 and if m,n < w, then m + n is the
usual sum. Ordinal addition is not commutative in general: For example w =1 4+ w # w + 1. The first few
ordinals are: 0,1,2,...,w,S(w)=w+1l,w+2,...,.wtw,wt+w+1,...,wtw,....

Definition 3.14 (Lexicographic order). Suppose (L1,~<1) and (La,<2) are linear orderings. We define the
product
(L7 <) = (L17 <1) ® (L27 <2)

as follows.
(1) L =Ly x Lo.
(2) For every (z1,y1) and (x2,y2) in L, (z1,y1) < (w2, y2) iff
(a) Fither x1 <1 x2 or
(b) x1 =z and y1 <2 Yo.



Definition 3.15 (Ordinal multiplication).

a- B = type((f,<) @ (a, <))

It is again easy to check that « - 8 is an ordinal. If m,n < w, then m - n is the usual product. Ordinal
multiplication is not commutative in general: w-2 = w+w # 2-w = w. We leave the following as an exercise
for the reader.

Lemma 3.16. For any «, 3,7
(i) (Associativity) a +(B+7) = (a+B)+v and a- (B-7) = (a-B) -~
(ii) a+0=a,a-0=0anda-1=1-a=q.
(iii) (Continuity at limits) If 8 is a limit ordinal, a+ 8 = sup{a+n:n < B} and a- B =sup{a-n:n < B}
(iv) (Left distributivity) o (8 +7v) = (a- B) + (- 7)

Definition 3.17 (Finitary functions). B A is the set of all functions from A to B. If n < w, we write A"
instead of "A. A<Y = |J{A" : n < w}. A function f is a finitary function on A, if for some n < w,
fiA" = A.

Definition 3.18 (Sequences, enumerations). We say that (ze : £ < «) is a sequence in X iff there is a
function f:a — X such that for every £ < a, f(§) = x¢. We say that (x¢ : € < a) an enumeration of X iff
(e 1 € < ) is a sequence and (Vo € X)(I < o) (x = x¢).

4 Classes and Transfinite Recursion

A class is an expression of the form A = {z : ¢} where ¢ is a formula. If A = {x : ¢}, we write v € A
to denote ¢(v/x) where ¢(v/x) is obtained by replacing every free occurrence of = in ¢, by v. We’ll denote
classes by bold font upper case Roman letters. Every set is a class: @ = {v : v € z}. We say that a class A
is a set iff Jy(y = A). For example, [J X and A x B are sets. A class is a proper class if it is not a set.

Definition 4.1. V ={z: 2 =z} and ORD = {x : x is an ordinal}.

Note that V and ORD are proper classes. The following is an example of a theorem scheme: For each
class C = {x : ¢} we get one theorem.

Theorem 4.2 (Transfinite induction). If C C ORD and C # 0, then C has a least member.

Proof. Since C # 0, fix @ € C. By comprehension, X = {8 € a: 8 € C} is a set of ordinals. If X = (), then
it is clear that « is the least ordinal in C. So assume X # (). Now by Fact (e), X has a least ordinal .
It is easy to see that ( is also the least ordinal in C. O

Definition 4.3. Let A = {z : ¢(x)} and B = {x : ¢(z)}. We define

o AUB = {z:9¢(z)V(z)}

e ANB={z:¢(z) Ap(z)}

o A\B = {z:¢(x) A p(z)}

e UA = {v: Ju((z) Av e x)}
o A CCiff (Va)(p(z) = ()

Using classes, we can restate the axiom of comprehension as follows: For each class A = {v : ¢(v)},
Anz=An{v:vez}={v:vexzAp(v)}isaset.



Definition 4.4. Suppose F = {z: ¢(2)}, A ={z: ¢¥(x)} and B={y: x(y)} are classes. We say that F is
a function from A to B and write F : A — B iff

(Ve € A)3ly € B)(3z € F)[z = (z,y)]
We write F(z) = y to denote (x,y) € F.

For example, we can think of the successor operation « — S(«) as the class function S = {z : Ja(z =
(o, S(a))} from ORD to ORD. If F: A — B and C C A, then we define F [ C = {(z,y) € F: 2z € C}.

Theorem 4.5 (Transfinite recursion). Suppose F : V. — V. Then there exists a unique G : ORD — V such
that (Va)(G(a) = F(G | a)).

Proof. Put
G= U{g : g is a function A Ja[dom(g) = a AVE < a(g(B) =F(g | 8))]}

Use transfinite induction (Theorem to check that G : ORD — V and (Va)(G(a) = F(G | a)).
Uniqueness follows from Theorem [1:2] as well. O

As an application of transfinite recursion (Theorem , let us define ordinal exponentiation o®. By
transfinite recursion on 3, define o as follows.

(i) a®=1.
(i) ot =0a” - a.
(iii) If B is a limit ordinal, then o® = sup({a” : v < 8}).

As an application of transfinite induction (Theorem [4.2)), by induction on 7, show that a®*7 = o® - 7.

5 Cardinals

Theorem 5.1 (Schroder-Bernstein). Suppose there are injective functions f : A — B and g : B — A. Then
there exists a bijection f: A — B.

The following easily follows from Theorem

Lemma 5.2. Assume AC (axiom of choice). For any pair of sets X and Y, either there is an injective
function from X to'Y or there is an injective function from'Y to X.

Definition 5.3 (Cardinality). If X can we well ordered, we define the cardinality of X, denoted |X|, as the
least ordinal o such that there is a bijection from a to X.

Under the axiom of choice, | X| is defined for every set X. If X, Y can be well ordered, then |X| = |Y] iff
there is a bijection from X to Y.

Definition 5.4 (Cardinals). A cardinal is an ordinal k such that |k| = k. The class of all cardinals is denoted
by CARD = {x : x is a cardinal}.

0,1,2,..., are the finite cardinals. w is the first infinite cardinal. w+1 is not a cardinal since |w+ 1| = w.

Definition 5.5 (Countable). A set x is countable iff there exists a f : w — = such that range(f) = .
Otherwise, x is uncountable

As an exercise, show that w X w is countable. The power set axiom is needed to guarantee the existence
of uncountable sets.

Axiom 5.6 (Power set).
VeIdyWz(z Cax = z €y)

Define the power set of z, P(x) = {z: 2 C z}.



Theorem 5.7 (Cantor). For every set x, there is no surjective fnction f :x — P(x).

Proof. Let f: a2 — P(x). Definey ={v €z :v ¢ f(v)}. We claim that y ¢ range(f). Suppose not and let
a € z be such that f(a) =y. Then a € y iff a ¢ f(a) iff a ¢ y which is impossible. O

It follows from the power set axiom and the axiom of choice that |[P(k)| > . The next theorem says
that the axiom of choice is not needed for this.

Theorem 5.8 (ZF). For every a, there exists k such that k > |a.

Proof. If « is finite, this is clear since we can take K = a+ 1 > a. So assume « is infinite. Let W = {R €
Plax a): ((a, R) is a well ordering}. By replacement, X = {type((e, R)) : R € W} is a set of ordinals. Let
k = sup(X). We claim that x > |a|. Suppose not. Then s < |a|. Note that x > a since a € X (being the
type of the usual well order on «). By Schréder-Bernstein theorem, it follows that |x| = |«|. Since « is infinite
and kK > a, |k+1| = || = |a|. Let f: @« — k+1 be a bijection and define R = {(£,n) € axa: f(§) < f(n)}.
Then (o, R) is a well ordering and type((«, R)) =  + 1. But this means x + 1 € X while sup(X) = s which
is impossible. Note that the proof doesn’t use AC. O

Definition 5.9 (Successor/Limit cardinals). Suppose « is an ordinal and k is a cardinal.
(a) o™ is the least cardinal > a.
(b) & is a successor cardinal iff K = aT for some «.
(¢) Kk is a limit cardinal iff k is not a successor cardinal.
Definition 5.10 (Aleph/Omega hierarchy). Using transfinite recursion, w, = R, is defined as follows.
(i) wo =w.
(i) wat1 = (wa)*
(i11) If a is a limit ordinal, then w, = sup({ws : B < a}).

The reader should check that {(a, w,) : @ € ORDY} is a definable class using Theorem The following
is easy to check using transfinite induction on a.

Lemma 5.11. The following hold for every ordinal c.
(a) wo > .
(b)) CARD = {w, : « € ORD}.
(¢) For every f < a, wg < We.
(d) we is a successor cardinal iff « is a successor ordinal.
(e) wq is a limit cardinal iff « is a limit ordinal.
Lemma 5.12 (ZF). Suppose k is an infinite cardinal. Then |k X k| = k.

Proof. By transfinite induction on x. If K = w, then this holds. So assume x > w and for every cardinal 8 < x,
|0 x 0] = 6. Define an ordering < (called the max-lexicographic order) on x x k as follows: (a1, 1) < (az, 82)
iff

e cither max({a1,81}) < max({ag, B2}) or

e max({aq,P1}) = max({az, f2}) and a1 < az or

e max({a1,P1}) = max({az, f2}) and a; = az and B; < Bs.



It is easy to check that < is a well ordering on k X k. If @ < & is infinite, then the set pred(x x s, <, (@, @)
of <-predecessors of («, ) is contained in (a+1) X (a+1) and hence, by inductive hypothesis, has cardinality
<Ha+1) x (a+1)] =||la] x |a|| = |a] < a < k. It follows that every —<-initial segment of (k X k, <) has
type < k. So type(k X K, <) = k. Hence |k X k| = k. O

Definition 5.13 (Cardinal addition and multiplication). For cardinals k and X\ define the cardinal sum and
product as follows.

o k@A =|(kx{0}) U x{1})]
e KRN =|k X}

For finite cardinals m,n, m@®n = m+n and m®n = m-n are the usual sums and products. For infinite
cardinals, the sums and products are just the maximum.

Lemma 5.14. Suppose k and A are cardinals and one of them is infinite. Then, kB = K@ X = max{k, A}.

Proof. We can assume that A < k and k is infinite. Note that it is enough to show that kK ® kK = k. But this
follows from Lemma O

Lemma 5.15 (AC). Suppose & is an infinite cardinal and |X,| < k for every a < k. Then || J{Xa : a <
Kk} < k.

Proof. Put X = |J{Xas : @ < k}. Fix a well ordering < of P(X X k). Let h be a function with domain
k such that for every a < s, h(a) is the <-least injective function from X, to . It follows that there is
a injective function from g : X — k x K — Given « € X, pick the least a such that = € X, and define
g(x) = (a, h(@)(x)). Tt follows that |X| < |k X k| = k. O

Definition 5.16 (Closure). Suppose f: A™ — A is a finitary function on A and B C A.
(a) We say that B is closed under f iff range(f | B™) C B.
(b) We define the closure of B under A to be the set (J{{C C A: BC CAC is closed under f}

Theorem 5.17 (AC). Let k be an infinite cardinal. Suppose B C A, |B| < k and F is a set of < k finitary
functions on A. Then there exists C C A such that

e BCCCA,
e |C| <k and
o for every f € F, C is closed under f.

Proof. For f € F and D C A, define f x D = range(f [ D™) where f : A" — A. Inductively, define Cy = B
and Cpy1 = C, UU{f xCy : f € F}. By Lemmal[5.15] for every n < w, |Cy| < k. Put C = J{Cp : n <w}.
By Lemma again, |C| < k. It is easy to see that B C C' C A and C is closed under every function in
F. O

6 Cardinal exponentiation and cofinality
Definition 6.1 (AC). For cardinals k and )\, define
I<L>\ _ |/\

K

Recall that *x is the set of all functions from A to x. Note that there is a natural bijection from P()) to
A2 that maps A C ) to its characteristic function 14 : A — 2. So [P(\)| = 2*

Lemma 6.2. For every A > w and 2 < k < . Then there is a bijection f : A — A9,



Proof. Let us write A < B iff there is an injective function from A to B. Then
22 < N PAXA) 2P =2
Now apply Schroder-Bernstein theorem (Theorem [5.1]). O
The following is left as an exercise for the reader.
Lemma 6.3 (AC). Suppose k, \, i are cardinals. Then k*®* = k* @ k¥ and (kM# = KRAEH.

CH (Continuum hypothesis) is the statement 2¢ = w; and GCH (Generalized continuum hypothesis) is
the statement: For every cardinal x, 2 = k*. Note that, assuming AC, Theorem implies that 2% > k™.

Definition 6.4 (Cofinality). X C « is cofinal in « iff sup(X) = a. A function f : o — B is cofinal iff
range(f) is cofinal in 8. The cofinality of 8, denoted cf(3), is the least ordinal o such that there is a cofinal
fia— 0.

Note that cf(8) < 8 and if 8 = a + 1 is a successor ordinal, then cf(5) = 1.
Lemma 6.5. Suppose cf(8) = a. Then there is a strictly increasing cofinal function f:a — .

Proof. Let g : a — 8 be a cofinal function. Define f : a — 8 inductively by

f(§) = max(g(&),sup({f(n) +1:n <&}))
It is easy to check that £ <n < a = f(§) < f(n) and range(f) C S is cofinal. O

Lemma 6.6. Suppose « is a limit ordinal and f : o — B is strictly increasing cofinal function. Then

cfla) = ¢f(B).

Proof. Let fi : cf(a) — « be a cofinal function. Then f5 : cf(a) — B defined by f2(€) = f(f1(£)) is cofinal.
So cf(B) < cf(a).

Next, let g : cf(8) — 8 be cofinal. Define h : cf(8) — a by h(§) = min({n < a: f(n) > g(£)}). Since f is
strictly increasing, h : cf(8) — « is a cofinal function. So cf(«) < cf(B). O

It follows that if « is a limit ordinal, then cf(w,) = cf(a).
Corollary 6.7. cf(cf(B)) = ¢f(B).
Proof. By Lemma there is a strictly increasing cofinal function f : cf(8) — 5. Apply Lemma O
Definition 6.8 (Regular/Singular). 8 is regular iff c¢f(8) = 8. Otherwise it is singular.
It is easy to check that w is regular and if g is regular, then 3 is a cardinal.
Lemma 6.9 (AC). Every successor cardinal is regular.

Proof. Let k™ be a successor cardinal and let o < x7. Then |a| < k. Towards a contradiction, suppose
f:a— k' is cofinal. Then k = [J({f(§) : £ < a}). But this contradicts Lemma which says that a
union of fewer than s sets, each of size < k has size < k. O

It follows that for every n < w, wy, is regular. The first infinite singular cardinal is w, whose cofinality is
w.

Definition 6.10 (Weakly/Strongly inaccessible). k is weakly inaccessible if k is a reqular limit cardinal. K is
strongly inaccessible if for every A\ < k, 2* < k.

We cannot prove the existence of weakly/strongly inaccessible cardinals in ZFC. This will be discussed
later in the semester.

Lemma 6.11 (Konig). Assuming AC, k%) > g,
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Proof. Let f : cf(k) — & be cofinal. Suppose G : k — "), Tt suffice to show that G is not onto. Define
h:cf(k) = & by
h(a) = min(s \ {G(u)(@) : p < f()})

It is easy to check that h ¢ range(G). O
Corollary 6.12 (AC). cf(2*) > .
Proof. Suppose cf(2}) < A. Then (2/\)&(2;) < (2M)* = 22®A = 2* which contradicts Lemma O
Definition 6.13 (Beth hierarchy). Using transfinite induction, 3, is defined as follows.
(i) Jp=w
(ii) Day1 = 27
(iii) If v is limit ordinal, then 3, = sup({Jy : @ < ~})

One can restate GCH as follows: Va(J, = wy).

7 The non-stationary ideal

Definition 7.1 (ldeals). For a non empty set X, an ideal on X is a subset T C P(X) satisfying the following
conditions.

(i) 0€Z and X ¢ T.
(ii) For every A,B€ZI, AUBeT.
(iii) For every ACBC X, if B€Z, then AcT.
Two examples of ideals follow.
Example 7.2. (1) Let & be an infinite cardinal and T = {A C k: |A| < k}. Then T is an ideal on k.

(2) A subset X C R is called nowhere dense if for every open interval J C R, there is an open subinterval
K such that KN X = 0. Let T be the family of those subsets of R that can be covered by the union of
a countable family of nowhere dense sets. Then I is an ideal on R. Members of T are called meager
sets.

Definition 7.3 (Filters). For a non empty set X, a filter on X is a subset F C P(X) satisfying the following
conditions.

(i) 0 ¢ F and X € F.
(ii) For every A, Be€ F, ANB € F.
(iii) For every ACBC X, if A€ F, then B € F.
Like the notions of closed and open sets in a topological space, ideals and filters are dual notions.

Definition 7.4 (Duals). For an ideal T on X, the dual filter T* on X is defined by 7* = {A C X : X\ A € T}.
For a filter F on X, the dual ideal F* is defined by F* ={AC X : X\ Ae F}.

The following is easy to check.

Lemma 7.5. Suppose I is an ideal on X and F is a filter on X. Then I* is a filter on X and F* is an
ideal on X. Furthermore, (Z*)* =T and (F*)* = F.

11



Definition 7.6 (Completeness). An ideal T is k-complete iff
VACT)(|Al <k = | JA€TD)

A filter F is k-complete iff
(VACF) (Al <k = (A€ F)

Every ideal/filter is w-complete. An wj-complete ideal/filter is sometimes also called a o-complete
ideal/filter. The meager ideal on R (Example[7.2(2)) is a o-ideal. The ideal in Example [7.2{1) is x-complete
iff k is a regular cardinal.

Definition 7.7 (Closed, Unbounded). Suppose a is an ordinal and X C a.

(1) X is unbounded in o iff sup(X Na) = a.
(2) X is closed in « iff for every limit ordinal B < «, if X N B is unbounded in (3, then 8 € X.

(8) X is a club in « iff it is closed and unbounded in .
Definition 7.8 (Club filter). If ¢f(nn) > w, we define the club filter on u by
Club(u) = {X C p: (3C C X)(C is closed and unbounded in )}

It is easy to check that {a < wy : «v is a limit ordinal} € Club(w).

Lemma 7.9. Suppose cf(in) > w and A is a family of closed unbounded subsets of p. Assume |A| < cf(p).
Then (A is closed unbounded in p.

Proof. Let |A] = 0 < cf(n). Fix an enumeration (C, : o < ) of A. Put D = ({Cy : @ < 6}. It is easy to
check that D is closed. So it suffices to show that D is unbounded in .

For each o < 0, define g, : 4 — p by setting g,(§) to be the least member of C, strictly bigger
than £. Since C, is unbounded in u, g, is well defined. Note that since 6 < cf(u), for every £ < p,
sup({ga(€) : @ < 0}) < p. Define h : p — p by h(§) = sup({ga(§) : a < 0}). Note that h(&) > & for every
&< p.

Let £ < p be arbitrary. For 1 < n < w, define h™(€) by h'(&) = h(€) and h"T1(€) = h(h™(£)). Observe
that h™(£)’s are strictly increasing with n. Define v = sup({A"(§) : 1 < n < w}). We claim that £ <y <
and v € D. As vy > h(§) and h(§) > &, it follows that v > £. Since cf(u) > w, the set {h™(§) : 1 <n < w} is
bounded in p. Hence its supremum v < p. Finally note that, for each @ < 8 and 1 < n < w, C,, contains an
ordinal between h"(£) and h"*1(¢). Therefore C, N~ is unbounded in 7. Since C,, is closed in p, v € C,.
Soy e D=({C4q:a< 6} Hence D is unbounded in pu.

O

Lemma 7.10. Suppose cf(u) > w. Then Club(u) is a cf(i)-complete filter on p.

Proof. It is clear that 0 ¢ Club(p) and g € Club(p). It is also clear that if X € Club(y) and X C Y C p,
then Y € Club(y). Finally, by Lemma[7.9] Club(p) is cf(p)-complete. O

Lemma 7.11. Suppose k is a regular uncountable cardinal and F is a family of < k finitary functions on
k. Then
C ={a < k:«ais closed under every function in F}

is closed unbounded in k.

Proof. Tt is easy to check that C is a closed subset of k. To see that it is unbounded in k, let |F| < £ < &
be arbitrary. Inductively define (£, : n < w) as follows. Put £, = &. Suppose &, has been defined. Using
Theorem choose B C k such that &, C B, |B|] < |¢,| < k and B is closed under every function in F
and define &,11 = sup(B). Observe that a = sup({&, : n < w}) < k (as k is regular and uncountable) and
a is closed under every function in F. So £ < a € C. Hence C' is unbounded in pu. O
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It follows that if (k,0) is a group, then the set of o < k such that («, o) is a subgroup of (k,0) is closed
unbounded in &.

Definition 7.12 (Stationary). Suppose cf(u) > w and S C p. We say that S is stationary in p iff for every
C € Club(p), CNS #£0. The non stationary ideal on p is defined by

NS(p) ={X C pu: X is not stationary in p}
Note that NS(u) is the dual of Club(u).

Lemma 7.13. Suppose cf(i) > X where X is a regular infinite cardinal. Then S = {a < p: cfla) = A} is
stationary in p.

Proof. Let C be an arbitrary club in p. Inductively construct (v, : @ < A) such that each v, € C and v,’s
are strictly increasing with «. Put v = sup({7a : @ < A}). Since cf(u) > A, v < p. Since C is closed in
w, v € C. As cf(y) = A, v € SN C. Therefore, S meets every closed unbounded subset of . Hence S is
stationary in p. [

Suppose f is a function such that dom(f) and range(f) are sets of ordinals. We say that f is regressive
if (Va € dom(f))(f(a) < «). The name “stationary” originates from the following fact about regressive
function defined on stationary sets.

Lemma 7.14 (Pressing-down/Fodor's Lemma). Suppose k is a reqular uncountable cardinal S C Kk is
stationary in k. Let f : S — Kk be regressive. Then there exists T C S such that T is stationary in k
and f [T is constant.

Proof. We need a lemma about the diagonal intersection of clubs.

Lemma 7.15. Suppose k is reqular uncountable and (Cy, : o < K) is a sequence of clubs in k. Let D = {y <
k:(NVa<y)(y € Cq)}. Then D is a club in k.

Proof. 1t is easy to check that D is closed in k. To see that it is unbounded in &, fix a function g : K — &
such that for every £ < k, g(§) € {Ca : @ < £} and g(&) > £. Since Club(k) is a k-complete filter, g is
well defined. Let v = sup({g™(§) : 1 < n < w}). Note that v < k (as k is regular uncountable) and for
every a < v, Cq N~y is unbounded in 7. As each C,, is closed, it follows that for every a < v, v € C,. So
& <~ € D. Therefore D is unbounded in k. O

The set D in Lemma is called the diagonal intersection of (Cy, : o < k).

We now prove Lemma Let f: S — & be regressive. Towards a contradiction, suppose there is no
stationary 7' C S such that f [ T is constant. Then for each a < k, we can find a club C, in x such that
for every £ € Cy, f(£) # a. Let D = {y < r: (Va <v)(y € Cy)}. Then by Lemma[7.15 D is a club in .
Since S is stationary in x, we can choose v € DNS. Since v € D and £ <+, v € Cy(,. But this contradicts
the choice of Cp (). O

8 Diamond and Suslin line

Definition 8.1 (Diamond). The diamond principle, denoted {, says the following: There is a sequence
(Ay : o < wy) satisfying the following.

(a) For every a < wi, Aa C a.
(b) For every A C wy, the set {a <wy: Ay = ANa} is stationary in wi.
The diamond principle implies CH.

Lemma 8.2. { — 2¥ = w;.
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Proof. Let (A, : a < wi) be a {-witnessing sequence. Define f : P(w) — wy by letting f(X) to be the least
a > w such that X Na = A,. Note that f is injective. Hence w; < |P(w)| = 2% < w;. So 2¥ = wy. O

We shall later see that ¢ is independent of ZFC. { can be used for various combinatorial constructions.
One of the early examples is that of a Suslin line.

Definition 8.3 (Suslin line). A Suslin line is a linear ordering (L, <) satisfying the following.

(a) (Dense) For every a < b, there exists ¢ € L such that a < ¢ <'b.
(b) (No end points) L has no <-least or <-largest member.
(¢) (Countable chain condition) Every family of pairwise disjoint open intervals in L is countable.

(d) (Non separable) For every E C L, if E is countable, then there exist a,b in L such that a < b and
EnN(a,b) =0 where (a,b) = {x € L:a < x < b} is the open interval from a to b.

Suslin hypothesis (abbreviated SH) is the statement that there is no Suslin line. Another way to state
SH is the following: If (L, <) is a dense linear ordering without end-points that satisfies the countable chain
condition, then the Dedekind completion of (L, <) is isomorphic to the real line (R, <). SH turned out to
be independent of ZFC. We’ll show below (Theorem that ¢ implies the negation of SH. Before starting
its proof, it will be useful to introduce the following notions.

Definition 8.4 (Dedekind cuts). Suppose (L, <) is a linear ordering and D C L. We say that D C L is a
proper Dedekind cut in (L, <) iff the following hold.

(1) (Initial segment) For every d € D and a € L, if a < d, then a € D.

(i1) (Proper) Both D,L\ D are nonempty, D does not have a <-largest member and L\ D does not have
a <-least member.

For example, D = {z € Q : = < V/2} is a proper Dedekind cut in the rationals (Q,<) while F =
{r € Q: z < 1} isn’t. Note that (Q,<) has 2% proper Dedekind cuts (for each irrational a, consider
D, ={x € Q: z < a}). Recall that if (A, <) is a countable dense linear order without end points, then
(A, <) is order isomorphic to the rationals. Hence (A, <) also has 2 proper Dedeking cuts.

Definition 8.5 (Open dense, Closed nowhere dense). Suppose (L, <) is a dense linear ordering without end
points.

(i) We say that U C L is open dense in L iff
(a) for every x € U, there are y,z € L such that y < x < z and (y,z) C U and
(b) for every a < b in L, there exists c € U such that a < ¢ < b.

(i) We say that X C L is closed nowhere dense in L iff L\ X is open dense in L.

We leave the following two lemmas as exercises for the reader.

Lemma 8.6. Suppose (L,<) is a dense linear ordering without end points in which every closed nowhere
dense set is countable. Then (L, <) satisfies the countable chain condition; i.e., every family of pairwise
disjoint open intervals in L is countable.

Lemma 8.7 (Baire Category theorem). Suppose (L, <) is a countable dense linear order without end points.
Suppose F is a countable family of closed nowhere dense subsets of (L,<). Then, there exists a proper
Dedekind cut D C L such that D avoids every X € F which means the following: For every X € F, there
exist a,b € L such thata € D, b€ L\ D and [a,b]N X = 0.

Theorem 8.8. < implies that there is a Suslin line.
Proof. Using <, we’ll construct a linear order < on w; such that (wy, <) is a Suslin line. Using transfinite

recursion, we’ll first construct (<,: o < wq, @ limit) such that
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(a) for every limit o < wy, (@, <4 ) is a dense linear order without end points,
(b) for every 8 < a < w1, <g==q [1(8 x B)

Start by choosing <., such that (w, <) = (Q, <) where (Q, <) is the usual ordering of rationals. Note
that (b) implies that if v is a limit of limit ordinals, then we must define <,= (J{<3: 8 < a}. So the only
stages where we have freedom are of the form £ + w.

Once <, ’s have been constructed, we'll define <= [ J{<qa: @ < w1, a limit}. Note that < will automatically
be a dense linear order on w; without end points. To ensure that (w1, <) is not separable, it’ll be sufficient to
guarantee that no f is dense in (5 4w, <g4.,). Given 3, let Dg be a proper Dedekind cut in (8, <3). Define
~<p4w by inserting a copy of Q (rationals) into Dg; i.e., the ordinals in the set {8 +n : n < w} are first
ordered isomorphically to the rationals and then inserted after the elements of Dg and before the elements
of 8\ Dg. It is clear that the resulting (8 + w, <g+,,) will also be a dense linear order without endpoints
and § will not be dense in (8 + w, <g4w)-

So the “only” thing to ensure is that (wq, <) satisfy ccc (countable chain condition). By Lemma it
will be enough to guarantee that every closed nowhere dense subset of (w;, <) is countable. This will be
done by using < to judiciously choose the Dedekind cuts Dg’s during the stages 5 + w of the construction.
Fix a {-witnessing sequence (A, : o < wy) and define (<,: o < wy, « limit) as follows.

(1) (w, <) is a dense linear ordering without end points.
(2) If @ < wy is a limit of limits <,= U{=<p: 8 < a}.

(3) If B < wy is limit and & = B8+ w, then (using Lemma [8.7)) choose a proper Dedekind cut Dg in (3, <)
such that for every limit v < §, if A, is closed nowhere dense in (5, <g), then Dg avoids A, (such
Dpg exists by Lemma[8.7 above) and define <., by inserting a copy of Q into Dy as described above.

Let us check that <= |J{<a: @ < wy,a limit} is as required. As noted above, it suffices to check that
every closed nowhere dense set in (wy, <) is countable. Fix A C wy such that A is a closed nowhere dense
subset of (wy,=<). Let fi,f2 : w1 — w; be such that for every ¢ € wy \ A, we have f1(£) < £ < f2(§)
and (f1(€), f2(6))N A = 0. Let g,h : w? — w; be such that for every & < n, we have & < g(£,m) < 7,
E<h(&n) <n, g(&n) ¢ Aandif (§,7) N A+#D0, then h(&,n) € A. Note that such fi, fa, g, h exist because
A is closed nowhere dense in (wy, <).

Let C be the set of limit ordinals § < w; such that ¢ is closed under fi, f2, g9, h. Then C is a club in w;
by Lemma, Note that for every ¢ € C, using the fact that J is closed under fi, fo and g, ANJ is closed
nowhere dense in (J, <s).

Using <, choose § € C such that A; = AN4§. We'll show that A = ANJ and hence A is countable. To
show this, by induction on g, we’ll show that for every limit S > 4, (a) and (b) below hold.

(a) ANB=AnNJd.
(b) For every v € 8\ A, there are &,n € § such that £ <y <nand (§,7)NA=0.

If B = 4, (a) clearly holds. For (b) using the fact that § is closed under fi, fo, take & = f1(v) and

n = fa(y). If B’ is a limit of limits, and (a) and (b) hold for every 8 < /', then they also hold at § = 3.
So assume that (a) and (b) hold for 8 > ¢ and we’ll show that they also hold at 8 + w. Since AN =
ANd§ = As, (b) implies that Ay is closed nowhere dense in (8, <g). Hence Dg avoids As. Choose v < v/
in 8 such that [y,7]N (AN B) =0 and every ordinal in {8+ n : n < w} lies in (y,7). Applying (b), get
&n, & n' €6 for v, there. Then (£,7')NANGS = 0. Since ¢ is closed under h, it follows that (£,7')NA = 0.
Since every member of {8+ n:n < w} lies in (v,7’) hence also in (£, '), both (a) and (b) follow at 8 + w.
O
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9 Saturated ideals and Ulam’s dichotomy

Definition 9.1. Let Z be an ideal on X. Define It = P(X)\Z. We say that T is k-saturated iff for every
F C I, if for every distinct A,B € F, ANB €Z, then |F| < k.

Theorem 9.2. Suppose X is a successor cardinal and T is a A-complete ideal on A that contains every finite
subset of A\. Then I is not A-saturated.

The proof of Theorem uses a combinatorial device called Ulam matrix.

Lemma 9.3 (Ulam matrix). Let x be an infinite cardinal. For each oo < k7, let fo :  — K be an injective
function. For each &€ < k and o < kF, define AS, = {B < kT : a < B and fz(a) = £}. Then the following
hold.

(1) For every & < k, (A5 :a < k) is a sequence of disjoint subsets of k.
(2) For every o < k™, | J{AS : € <k} =r\(a+1).

Proof of Theorem Let A = k1. Fix (A : € < k and a < 1) satisfying Clauses (1)+(2) in Lemma

Since |J{AS : € < k} = &\ (a+ 1), for each a < k*+, we can fix £(a) < & such that A5® € Z*. Choose
X C k't and & < k such that |X| =k and for every a € X, £(a) = &,. Now {45 : a € X} is a disjoint
family of sets in ZT of size kT = X. Therefore T is not \-saturated. O

Corollary 9.4. Let k be an infinite cardinal and S C k™ be stationary. Then S can be partitioned into k™
stationary subsets of k.

Proof. Apply Theorem toZ ={ACrk':ANS is non-stationary}. O

Definition 9.5. A total diffused probability measure on a set X is a function m : P(X) — [0,1] satisfying
the following.

(1) (Diffused) For every a € X, m({a}) = 0.
(ii) (Probability) m(X) = 1.

(iii) (Countably additive) For every sequence (A, : n < w) of pairwise disjoint subsets of X, letting A =
U{A., : n < w}, we have
m(4) =Y m(4,)

n<w

Furthermore, m is called atomless if it also satisfies: For every A C X with m(A) > 0, there ewists
B C A such that 0 < m(B) < m(A). The null ideal of m is defined by Nulllm) = {A C X : m(A) =0}. We
say that m is k-complete iff Null(m) is k-complete.

Fact 9.6. Suppose m is a total atomless probability measure on some set. Then range(m) = [0, 1].

Definition 9.7. An uncountable cardinal k is weakly inaccessible iff it is a regular limit cardinal. & is
strongly inaccessible iff it is reqular and satisfies (V0 < k)(2° < k).

Theorem 9.8 (Ulam’s dichotomy). Suppose k is the least cardinal such that there is a total diffused
probability measure on k. Then k is a weakly inaccessible cardinal and there is a total diffused k-complete
probability measure on k. Furthermore, exactly one of the following holds.

(1) & < ¢ and every total diffused probability measure m : P(k) — [0,1] is atomless and therefore satisfies
range(m) = [0, 1].

(2) k > ¢ is strongly inaccessible and there is a 2-valued diffused k-complete probability measure m : P(k) —
{0,1}. Therefore, the null ideal of m is a k-complete ultrafilter on k.

Proof. Let m : P(k) — [0, 1] be any diffused probability measure on k.
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Claim 9.9. m is a k-complete measure.

Proof. Suppose not. Fix 6 < k and {4; : ¢ < 0} such that for every ¢ < 6, m(A4;) = 0 and letting
A =U{Ai : i < 8}, we have m(A) > 0. Define B; = A; \ {4, : j < i} and observe that B;’s are pairwise
disjoint and |J{B; : i < 8} = A. Define m’ : P(0) — [0, 1] by

’ m (UieE Bl)
EF)y= —"—~~
m'(E) m(A)
Then m/ is a total diffused probability measure on 6 < x which is impossible. O

Claim 9.10. k is weakly inaccessible.

Proof. k is regular: Suppose not. Let u = cf(k) < k. Fix an increasing cofinal sequence (k; : i < p) in k.
Since m is a diffused k-complete measure, we must have m(x;) = 0 for every i < u. Moreover since p < &,
we also get m(|J{k; : ¢ < k}) = 0 which is impossible. So & is regular.

k is a limit cardinal: Note that Null(m) is an w;-saturated (and hence also k-saturated) x-complete ideal
on « that contains every finite subset of x. By Theorem [9.2] x cannot be a successor cardinal. O

It follows that x is weakly inaccessible and every diffused total probability measure on « is k-complete.

Claim 9.11. Let m : P(k) — [0, 1] be any k-complete diffused probability measure on k. Then m is atomless
iff K < ¢. Furthermore, if m is not atomless, then there is a 2-valued total diffused k-complete probability
measure on kK.

Proof. First suppose m is atomless. By Fact range(m) = [0,1]. Recursively construct (4, : o0 € 2<%)
as follows. Ay = and for every o € 2<%, A; = A0 U Ay1 and m(Aso) = m(As1) = 0.5m(A,). For each
x € 2%, define A, = {Azn : » < w}. Then {A, : z € 2¥} is a partition of x into m-null sets. Since m is
k-complete, we must have x < c.

Next, suppose m is not atomless and fix A C k such that m(A4) > 0 and for every B C A, either m(B) =0
or m(B) = m(A). Define m’ : P(k) — {0,1} by

, m(E N A)
m/(E) = m(A)

Then m/ is a 2-valued total diffused x-complete probability measure on . So we only need to show that x > ¢.
Suppose not. Then we can fix an injective f : k — 2%. For each o € 2<%, define X, = {a € k: 0 C f(a)}.
Then (X, : 0 € 2<%) satisfies the following;: Xy = k and for every o € 2<% X, = X,9UX,1. Choosey € 2%
such that for every n < w, m(Xy),) = 1. Since m is countably additive, we get m((\{Xym : n < w}) = 1.
But N{Xyn :n <w} C f'[{y}] has size < 1 since f is injective. Contradiction. O

Claim 9.12. Let m : P(k) — {0,1} be a 2-valued r-complete diffused probability measure on k. Then & is
strongly inaccessible.

Proof. Since m is k complete, x must be regular. Towards a contradiction, fix # < s such that 2¢ > . Let
f : & — 2% be an injection. For each o € 2<%, define X, = {a € k: 0 C f(a)}. Then (X, : o € 2<7) satisfies
the following.

o X<> = K.
e For every limit ordinal v < # and 0 € 27, X, = ({Xoja : @ < 7}
e For every 0 € 2<%, X, = X0 LU X,1.

Choose y € 2% such that for every a < 6, m(Xyra) = 1. Since m is k-complete and § < K, we
get m(({Xyta : @ < 0}) = 1. But ([{ Xy @ a < 0} C f71{y}] has size < 1 since f is injective.
Contradiction O

It is easy to check that Claims and [0.12] give us the required dichotomy. O
Corollary 9.13. Suppose there is a total diffused probability measure on the unit interval [0,1]. Then there

is a weakly inaccessible cardinal < c¢. In particular ¢ > w,, for every n < w.
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10 Well founded relations
Axiom 10.1 (Foundation). (Va)[x #0 = (Jy € 2)(y Na = 0)]
The axiom of foundation says that every nonempty set x has an €-minimal member .
Lemma 10.2. x is an ordinal iff x is transitive and linearly ordered under €.
Definition 10.3 (von Neumann hierarchy). By transfinite induction, define (V, : « € ORD) as follows.
o 1p=0.
o Vo1 =P(Vy).
o Ifyislimit, V, = J{Vo:a <~}
The following is easy to check.
Lemma 10.4. For every o, V, is transitive. If 8 < a, then Vg C V.

Definition 10.5 (Transitive closure). By recursion on n < w, define | 'z = z and |J" ' 2 = YU 2).
Define the transitive closure of x,

trcl(z) = U{U":ﬂ in < w}
The next lemma says that trcl(x) is the intersection of all transitive sets y such that x C y.
Lemma 10.6. For every x,  C trcl(x) and trcl(zx) is transitive. Ify is transitive and x C y, then trcl(z) C y.
Lemma 10.7. (Vz)(3a)(z € V).

Proof. Put W = [ J{V,, : « € ORD}. Note that it suffices to show that for every x, + C W. Since then,
by replacement, for some a, z C V,, and so z € V41 = P(V,). Towards a contradiction, suppose z ¢ W.
Put y = trcl(z). Since  C y, y € W. Let z be an €-minimal member of {w € y : w ¢ W}. Then since y is
transitive, z C y. So for every w € z, w € W. So z C W. Hence z € W which is a contradiction. [ [

Definition 10.8 (Rank).
rank(z) = min{a : x € Voi1}

The following lemma is left to the reader.
Lemma 10.9. The following hold.
e rank(a) = «
e r €y = rank(z) < rank(y)
e rank(z) = sup({rank(y) + 1:y € z})
Definition 10.10 (Well founded relation). Suppose R is a binary relation on a nonempty set X.
(a) ForY C X andy €Y, we say that y is an R-minimal member of Y iff (Vz € Y)(—(zRy)).

(b) (X, R) is well founded iff every nonempty subset of X has an R-minimal member.

Note that if < is a well ordering on X, then (X, <) is well founded. The axiom of foundation says that
the membership relation “€” is well founded on every set.

Lemma 10.11. Suppose (X, R) is well founded. Then there exists a unique F : X — ORD satisfying for
every x € X,
F(z)=sup({F(y)+1:y € X ANyRz}
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Proof. Call D C X, R-closed iff (Vz € D)(Vy € X)(yRx = y € D). Define

F= U{f : f is a function A dom(f) C X is R-closed A (Vz € dom(f))[f(z) = {f(y) + 1 : yRz}|}

Use the fact that (X, R) is well founded to check that F' : X — ORD and for all x € X, F(x) =
sup({F(y) +1:y € X AyRz}).

To see uniqueness, suppose F, F’ are two such functions on X and F' # F’. Let x € X be R-minimal such
that F'(z) # F'(x). Then F(z) =sup({F(y)+1:y € X ANyRz}) =sup({F'(y)+1:y € X ANyRz}) = F'(y)
which is impossible. O

Definition 10.12 (Rank function). Suppose (X, R) is well founded. Define rankx r: X — ORD by
rankx g(z) = sup({rankx r(y) +1:y € X ANyRz})
As an exercise, check that if (X, <) is a well ordering, then type(X, <) = range(rankx <).

Definition 10.13 (Extensional). Suppose R is a binary relation on X. We say that (X, R) is extensional iff

(Vz,ye X)({ve X :vRz} ={v € X :vRy} — x=y)

Note that the axiom of extensionality implies that for every transitive X, (X, €) is extensional. The next

theorem says that every well founded and extensional relation is isomorphic to (Y, €) for some transitive set
Y.

Theorem 10.14 (Mostowski collapse). Suppose (X, R) is well founded and extensional. Then there exists
a transitive set Y and an isomorphism F : (X, R) — (Y, €). Moreover, Y and F are unique.

Proof. By induction on rankx r(z), define F(z) = {F(y) : y € X AyRz} and put ¥ = range(F'). That Y is
transitive is clear. Since (X, R) is extensional, F' is one-one. So F' : X — Y is a bijection. It is also clear
that Ry iff F(z) € F(y). So F: (X, R) — (Y, €) is an isomorphism. Uniqueness also follows from the well
foundedness of (X, R). O

11 Inner models and relative consistency proofs

Definition 11.1. Suppose M = {x : ¢} is a class and 1) is a formula. The relativization of 1 to M, denoted
YM is defined as follows.

(i) If v is quantifier-free, Y™ = 1
(ii) (1 Aho)™ = M A 9T
(iit) (11 V P2)™M =PV Py
(iv) (=)™ = =(p™M).
(v) Fo()M = (Fv e M)yp™M.
(vi) (Yo())M = (Vv € M)yp™M.

We sometimes write M = v (read “M models 1" or “¢ holds in M”) for ¥yM. Fact below says that
relativizations of logically valid sentences are logically valid. Informally, this is clear, since if v is logically
valid, it holds in every €-model (N, €"). Now 1M is just the result of relativizing all quantifiers of 1) to M

o (N,eM) =yMiff ({ve N: (N, eN) E ¢(v/x)}, €N) = ¢ where M = {x : ¢}. Of course, a formal proof
of Fact can be given by induction on the length of the formal deduction of ¢ from the axioms of first
order logic.

Fact 11.2. Suppose M is a nonempty class and 1 is logically valid. Then ¥™ is logically valid.
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Theorem 11.3. Suppose T is a (recursive) subtheory of ZFC and M is a nonempty class. Let x be a
sentence. Suppose for every v € T U {x}, T F vM (ie., T proves y™). Then if T is consistent, so is

TU{x}

Proof. Suppose T'U {x} is inconsistent. Then for some t1,s, ..., %, in T,

(1 AN A ANpy) = —x

is logically valid. Hence

WM AYPYIA - AN = M

is also logically valid. By assumption, T F (M A M A - A MY A M. Hence T F xM A =M. So T is
inconsistent. O

Definition 11.4 (Inner models). An inner model of ZF is a transitive class M such that ORD C M and
for every axiom ¢ of ZF, M |= .

Our next goal is to define an inner model L (called Godel’s constructible universe) of ZF and, working
in ZF, show that L = AC A GCH. This will establish the relative consistency of AC and GCH over ZF.
Before introducing L, we need to discuss absoluteness and the reflection theorem.

12 Absoluteness

The details of some tedious proofs in this section have been omitted. The reader is strongly advised to also
look at Sections 3 and 5 in Chapter IV of Kunen’s book.

Definition 12.1. Suppose M C N are classes and ¢ is a formula with free variables x1,xa, ..., x,. We say
that v is absolutes between M, N iff

(V1,20 .. 2y € M)(M = oY)
We say that ¢ is absolute for M iff ¢ is absolute between M,V ; equivalently,
(V1,22 ... 2, € M) (M = ¢)

Suppose M C N and ¢ is quantifier-free. Then ¢ is absolute between M, N. If ¢ is absolute for M, ¢ is
absolute for N and M C N, then ¢ is absolute between M, N.

Definition 12.2 (Ag-formulas). The Ag-formulas are inductively defined as follows.
(1) Every quantifier-free formula is a Ag-formula.
(2) If ¢,¢ are Ag-formulas then so are the following.
(0) A, OV,
(b) (Vz € y)(¢), (Fr € y)(¢)
We sometimes also refer to Ag-formulas as formulas with bounded quantifiers.

Lemma 12.3. Suppose M C N are transitive classes and ¢ is absolute between M, N. Then (3z € y)(¢) is
also absolute between M, IN. Hence every Ag-formula is absolute between M, N.

Proof. Let ¢ = ¢(x,y,21,-..,2,) where every free variables in ¢ occurs among z,y, 21, . . ., 2,. Now for any
Y, 21, .. 2n € M,

BreM)(zecyrdM) «— FAz)(zcyrdM) = @z)zecyr oY) — (FzeN)(zcynsY)

where the first <= used y C M (as M is transitive), the second <= used the absoluteness of ¢
between M, N and the last <= used y C N (as N is also transitive).
O
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Corollary 12.4. Suppose M is a transitive class. Then M |= Extensionality.

Although, the language of set theory does not allow terms like “x Uy”, we have introduced many terms
as abbreviations. We can extend the notion of absoluteness to such terms as follows.

Definition 12.5. Suppose M C N and F(x1,...,2,) is a term. We say that F is absolute between M, N
iff the formula y = F(x1,...,x,) is absolute between M, N.

Suppose F(z1,...,2,) is a term. Then, for some formula ¢(y, x1,...,2,), F(z1,...,2z,) was introduced
via

(Vo1 ...xn)(y = F(z1,...,2,) <= 3oy, x1,...,25))
Now, there is no reason for the statement ¢ = (Va1,...,2,)3y)d(y, z1,...,2,) to hold in M;N. In
view of this, we’ll discuss the absoluteness of F(x1,...,z,) between M, N only when both 1™ and 4™ hold.

It follows that, in this case, F(x1,...,x,) is absolute between M, N iff ¢(y,x1,...,yn) is absolute between
M, N.

Definition 12.6. The theory BST (Basic set theory) consists of the following axioms: Extensionality,
Comprehension, Pairing, Union, Replacement.

Lemma 12.7. Fach of the following relations and terms was defined in BST, using a formula provably
equivalent to a Ag-formula in BST. Hence they are all absolute for transitive models M of BST.

zCy {z.y} {z} (x,y)

0 xUy xNy x\y

S(z) x is transitive U X ﬂ X

AXx B R is a relation dom(R) range(R)

(X, <) is a linear ordering f is a function f is an injective function flx)

We omit the simple but tedious verification. For example, to check that y = A x B is equivalent to a
Ap-formula, note that y = A x B is equivalent to

(Vz € y)(Fa € A)(F € B)(z = {(a,b)) A (Va € A)(Vb € B)(3z € y)(z = {a, b))
Next note that z = (z,y) is equivalent to
(Vo€ 2)(v={z}Vz={z,y}) A(Fvez)(v=A_z})A(Fvez)(v={zy})
And finally, z = {z,y} is equivalent to

(xez)N(yez)ANMvez)(v=aVv=y)
which is Agp-formula. By substituting back, z = (x,y) and y = A x B are also equivalent to Agp-formulas.
By referring back to the places where these terms were first introduced, the readers can convince
themselves that the theory BST is enough for proving these equivalences. The next lemma says that absolute

notions are closed under compositions. It can be used to greatly enlarge the collection of absolute terms and
formulas.

Lemma 12.8 (Composition of absolute terms). Suppose M C N and ¢(x1,...,2,), F(y1,---,Yn), Ge(21, ..., 2m),
for 1 <k <n, are absolute between M, N. Then

(Gi(z1,-- - 2m), - Gnl21, -+ 2m)

and
F(Gi(z1,-- s 2m)y -, Gn(21, -+ - 2m))

are also absolute between M, N.
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Note that the axiom of infinity cannot be proven from BST. In fact, it is easy to check that V,, is a
transitive model of BST in which the axiom of infinity is false. The next lemma says for the axiom of infinity
to hold in a transitive BST model M, it is enough that w € M.

Lemma 12.9. Suppose M is a transitive model of BST and w € M. Then the axiom of infinity holds in M.
Proof. The axiom of infinity relativized to M is equivalent to
(BreM)(0 €z A (Vy e z)(Sy) € x))M
which, by absoluteness of the terms 0, .5(y) for M is equivalent to
(FzeM)(0eczA(Vyecx)(S(y) €x))
It is clear that © = w € M witnesses this. O

Lemma 12.10. Suppose M is a transitive model of BST, (A, <) € M and (A, <) is a well ordering. Then
M E (4, <) is a well ordering.

Proof. Since “(A, <) is a linear ordering” is Ag-formula over BST, we only need to check that

M k= (VX)[(X CAAX #0) = (3o € X)(Vy € X)(@ < y)]
So fix X € M. Since (4, <) is a well order,
(X CAANX #£0) = (BreX)(WeX)(y=2)
which is a Ag-formula over BST, so by absoluteness, it holds in M. O
Note that the argument of the proof shows that for every Ag-formula ¢ and transitive BST model M,
¢ = ((Vo)o)™

We conclude out introduction to absoluteness, by listing some absolute notions for transitive model of
“BST + Infinity + Foundation”.

Lemma 12.11. The following terms and relations are absolute for transitive models M of “BST + Infinity
+ Foundation”.

x 15 an ordinal x 1S a successor ordinal T s a finite ordinal
w x 1is finite A"

A< (A, <) is a well ordering type(A, <)
a+B,a-8 rank(x) trcl(z)

Proof. For example, “BST + Infinity + Foundation” proves the following
(i) x is an ordinal iff z is transitive and (z, €) is a linear ordering.

(ii) (A, <) is a well ordering iff there exist «, f such that « is an ordinal and f : (A, <) — («, €) is an
isomorphism.

We refer the reader to Kunen’s Chapter IV, Section 5 for the rest. O

Let ZF be the theory ZFC without the axiom of choice (So ZF = “BST + Infinity + Foundation + Power
Set”). Although, P(z) and V, are in general not absolute even for transitive models of ZF, the following
lemma says that they are somewhat well behaved.

Lemma 12.12. Suppose M is a transitive model of ZF. Then
(a) For every x € M, (P(2))M = P(z) N M.
(b) For every a € M, (V)M =V, N M.

Proof. (a) For every x,y € M, (y = P(z))Miff (Vz € M)(z €y <= 2 C ). Soy = P(z) N M. (b) For
every z,a € M, (z € V)M iff (rank(z) < a)M iff rank(z) < a (by absoluteness of rank(z) for M). O

22



13 Reflection theorems

Recall that every first order formula is logically equivalent to a formula that only uses —, A and 3. For
example, ¢ = ¢ and (V)¢ are logically equivalent to =(¢ A =(v)) and —=((3x)(—¢)) respectively.

Lemma 13.1 (Tarski-Vaught Criterion). Suppose M C N are classes. Let F be a finite set of formulas such
that for every pair of formulas ¢ and v, if ¥ is a subformula of ¢ and ¢ € F, then ip € F. Then the following
are equivalent.

(a) Ewery formula in F is absolute between M, N.
(b) For every ¢ € F, if ¢ = (Fz)(W(x,y1,...,Yn)) (with free variables of 1 as displayed), then

(vyla <o Yn € M)[(H.’IZ‘ € N)(wN(‘r’yh e ,yn)) = (H‘Z‘ € M)((¢N(x7yl7 . 7yn)))]

Proof. We can assume that the formulas in F only use A,— and 3. First assume (a). Let ¢ € F be such
that ¢ = (3z)(W(x,y1,-.-,yn)). Since ¥ is a subformula of ¢, we have ¢» € F. Assume yq,...,y, € M
and suppose (3z € N)(¥N(x,91,...,y,)) holds. By the absoluteness of ¢ between M, N, we also have
3z € M) (M (z,y1,...,yn)). Fix a witness + € M. Now use the absoluteness of 1) between M, N to get
YN(z, 91, ..., yn). It follows that (3z € M) (YN (2,91, ..., Yn))-

Now assume (b) and we’ll prove (a) by induction on the length of ¢ € F. If ¢ is either quantifier free
or of the form 11 A 19, —(1), then this is clear. So assume ¢ = (Fz)(WV(x,y1,..-,Yn)). Let y1,...,y, € M.
We'll show that ¢™ (y1,...,yn) <= ¢N(y1,...,yn). Equivalently, we have to show

(35(} € M)(wM(xvylv s 7yn)) — (Haj € N)(wN(mvyla s 7yn))

First assume (3x € M)(¥M(z,y1,...,yn)). Fix a witness z € M. Since ¢ has smaller length than
#, by inductive hypothesis, it is absolute between M, N. Hence Y™ (x,91,...,y,). It follows that (3x €
N)(Q/JN(SU,ZM’ s 7yn))

Next suppose (3z € N)(¢¥N(z, 91, ..,yn)). Using (b), we get (Jz € M)(VN(x,y1,...,9n)). Fix a witness
x € M. Since 9 has smaller length than ¢, by inductive hypothesis, it is absolute between M, N, we get
M (2,91, ..., Yn). Hence (3z € N)(YN(z,y1,-.-,Yn)). So we are done. O

Theorem 13.2 (Reflection Theorem ). For any formula x = x(z1, ..., zx), the following is a theorem in ZF
(Vo) (38 > ) (V1. oy 21 € V) (X(215- -5 20) <= XV2(21,...,2k))

Proof. We can assume that y only uses A,— and d. Let F be the finite set of all subformulas of y. For
each formula ¢ € F, define Fyy : V" — ORD as follows. If ¢ = (3z)(¢¥(z,v1,.--,Yn)), a1,...,a, € V and
(Fz)(Y(z,a1,...,a,)), then Fy(ai,...,a,) is the least o such that (3z € V,)(¥(z,a1,...,a,)). Otherwise,
define Fy(a1,...,a,) =0.

Next, for ¢ € F, define G4 : ORD — ORD by Gy(«) = sup({Fy(y1,---,Yn) : Y1,---,Yn € Va}) where
F;: V"™ - ORD.

Now let a be arbitrary and we’ll find 8 > a such that for every ¢ € F, ¢ is absolute between V,, and V.
This suffices since x € F. Define (5, : n < w) as follows. Sy = a+ 1 and B,41 = sup({Gy(B,) : ¢ € F}).
Put B = sup({B, : » < w}). We claim that ¢ <= ¢'?. By the Tarski-Vaught criterion (Lemma , it
suffices to show that for every ¢ € F, if ¢ = (3x)(¥(x, y1,--.,Yn)), then for every y1,...,yn € Vg,

G2) W (@515 yn)) = B € Va)(W(z, 91, -, yn))

So fix y1,...,yn € V3. Since f = sup({B, : n < w}), choose m < w least such that y1,...,y, € V3,,.
Since 8 > Gy(Bm), it follows that (3= € V3)(¢¥(x,y1,...,yn)). This completes the proof. O

The following more general version of Reflection theorem applies to many hierarchies other than von
Neumann hierarchy. Its proof is identical to that of Theorem [13.2

Theorem 13.3 (Reflection Theorem Il). Suppose (A, : o € ORD) satisfies the following.
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(a) (Va < B)(Aa € Ap)
(b) For all limit o, Ao = U{4s: 8 < a}
Let A = |J{Aas : @« € ORD}. Let x(z1,...,25) be a formula. Then

(Va)(38 > @) (Y21, -y 20 € Ag) (X (21, s 2n) <= X™(21,- -+, 20))

14 The constructible universe

Informally, Def(A,n) is the set of all n-ary relations on A which can be defined by a formula with n free
variables ranging over A. The following definitions are intended to capture this notion.

Definition 14.1. Forn < w and i,j < n, define the following.
(a) Proj(A,R,n)={se€ A" :3t € R(t [n=s)}.
(b) Diagc(A,n,i,j) ={s e A" : s(i) € s(j)}.
(c) Diag_(A,n,i,5) ={s € A" : s(i) = s(j)}.
Definition 14.2 (Definable relations). By recursion on k < w, define D(k, A,n) as follows.
(i) D(0,A,n) = {Diagc(A,n,i,5) :i,j <n}U{Diag_(A,n,i,j) :4,j < n}

(ii) D(k+1,A,n) = D(k, A,n) U{A"\R: R € D(k, A,n)} U{RNS : R,S € D(k, A,n)} U{Proj(A, R,n) :
ReD(k,An+ 1)}

Define Def(A,n) = | J{D(k,A,n) : k < w}
We refer to Def(A,n) as the set of all definable n-ary relations on A. The following should be clear.
Lemma 14.3. In ZF, (Vk < w)(|D(k, A,n)| < w) and |Def(A,n)| < w.
Lemma 14.4. Let ¢(xq,...,Tn_1) be a formula with free variables xo,x1,...,xn—1. Then for every A,
{s€ A" : ¢"(5(0),5(1),...,s(n))} € Def(A,n)
Proof. By induction on the length of the formula ¢. O
Using the methods of Section one can verify the following.
Lemma 14.5. Def( A, n) is absolute for transitive models of “BST + Infinity + Foundation”.

Informally, the definable power set of A, denoted D(A), is the set of all subsets of A which can be defined
by a formula with parameters from A. Formally, we define

Definition 14.6 (Definable power set).
DA)={XCA:(Gn<w)(Tse A")(IR € Def(A,n+1))[X ={z € A: sU{(n,2)} € R}]}

R € Def(A,n+1) is an (n + 1)-ary “formula”, s(0),s(1),...,s(n — 1) are parameters in A and X is the
set of all z € A such that R(s(0),s(1),...,s(n —1),z) holds.

Lemma 14.7. Let ¢(vo,v1,...,0n,x) be a formula with free variables as shown. Then for every A and
80, 81y++.,8, € A,

{I’ €A: ¢A(503517 e '75na‘r)} € D(A)
Proof. By Lemma [T14:4] O
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Lemma 14.8. For any A, the following hold.
(a) D(A) C P(A).
(b) If A is transitive, then A C D(A).
(c) VX CA)(|X]|<w = X € D(A)).
(d) (ZF) If A can be well ordered and |A| = k > w, then |D(A)| < k.

Proof. (a) and (b) are left to the reader. For (c), use induction on |X|. For (d), use Lemma and
(Vn < w)(|A™| = k). O

Lemma 14.9. D(A) is absolute for transitive models of BST + Infinity + Foundation.
Proof. Using the absoluteness of Def(A,n). O
Definition 14.10 (The constructible hierarchy). By recursion on o, define (L, : @« € ORD)

(1) Lo =0.

(2) Loys = D(La).

(8) If a is limit, Lo = J{Lpg : B < a}.

Define
L= U{LO‘ o€ ORD}

Note the difference with the von Neumann hierarchy: L,11 = D(Ly) is not the full power set of L.
Lemma 14.11. For every o, Ly is transitive, Lo N ORD = « and if B < o, then Lg C L.

Proof. By induction on a. If & = 0 or a limit ordinal, all three statements are clear. Suppose a = 5 + 1.
Since L, is transitive, by Lemma L., € D(L,). Hence L, is also transitive and L, C Loy1. Since
a={B€L,: (B € ORD)L} (by absoluteness of 3 € ORD), therefore & € D(Ly) = L+ 1. Also note that
a + 1 is not a subset of L, since a ¢ L,. Soa+1¢ L,11. Hence Lyy1 NORD =« + 1. O

We will now check that L is a model of ZF.

(1) Extensionality: Since L is transitive, Extensionality holds in L.

(2) Comprehension: Let ¢(x, z,v1,. .., v,) be a formula with free variables as shown. Assume z,v1,...,v, €
L. Tt is enough to show
{z€z:o"(x,2,v1,...,0,)} €L

Let « be large enough so that z,vy,...,v, € L,. By the Reflection Theorem (Theorem [13.3)), we can
find 8 > « such that ¢ is absolute between Lg and L. Hence

oLz, z,v1,.. . vn) <= oYz, z,01,.. ., 0n)
Now since z € Lg,

{zez:ol (2, 2,v1,...,00)} ={z €Lg: (x €2AP(x,2,v1,...,0,))?} €D(Lp) = Lg41

so we are done.
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(3) Pairing, Union: If z,y € L, then
{z,y} ={r€La: (z=2Vz=y)"} € D(La) = Lan1
So Pairing holds in L. If X € L,, then
UX = {y € La: (32 € X)(y € 2)5} € Las

so Union holds in L.

(4) Replacement: Suppose ¢(z,y, A, w1, ..., wy) is a formula with free variables as shown and let A, w1, ..., w, €

L. Suppose
(Vz € A)(3ly € L)(¢"(z,y, A, w1, ..., wn))

It is enough to find B € L such that

{y: (Fz e A)(¢L(x,y,A7z1, ...,zn))} C B

Using replacement (in V), we can find & € ORD such that for every « € A, there exists y € L, such
that ¢¥(z,y, A,wy,...,w,) holds. So B = L, is as required.

(5) Infinity: Follows from Lemma the fact that w € L.

(6) Power Set: Suppose z € L. We need to find y € L such that

(VzeLl)(zey < zCux)

Let z € L,. Using replacement, find § > « such that for every z € P(x) N L, z € Lg. Define
y={2€ Lg: (2 Ca)ls}. Theny € D(Lg) = Lg41 is as required.

(7) Foundation: We need to show (Vz € L)z #0 = (3y € L)(y € x AyNaz = 0)]. Suppose z € L is
nonempty. Using foundation, choose y € = be such that y Nz = 0. As L is transitive, y € L. So we
are done.

This concludes the proof of the fact that L is a model of ZF. Before we proceed to check that AC and
GCH hold in L. It will be convenient to introduce the following.

Definition 14.12 (Axiom of constructibility). The Aziom of constructibility is the statement V. = L.

Equivalently,
(Vz)(3a)(z € Ly)

Lemma 14.13. = € L, is absolute for transitive models of BST + Infinity + Foundation.

Proof. Using the facts that D(X) is absolute and Ly4+1 = D(L,). See Theorem 5.6 in Chapter IV of Kunen’s
book for details. O

Corollary 14.14. ZF - (V = L)L

Proof. We have to check that (Vz € L)(3a € L)((z € L,)Y). By the absoluteness of x € L,, this is
equivalent to (Vo € L)(Ja € L)(x € L,) which clearly holds.
O

Corollary 14.15. If ZF is consistent, so is ZF + V = L. For every sentence ¢, if ZF proves (V =L —>
®), then ZF proves ¢v.

Proof. The first statement follows from Theorem and Corollary Next suppose ZF proves (V =
L = ¢). Then there is a finite conjunction ¢ of axioms of ZF such that »y AV =L = ¢ is logically
valid. By Fact YU A (V =L)Y = ¢V is also logically valid. Now ¢ and (V = L) are theorems of
ZF. Hence ZF proves ¢U. O
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15 AC and GCH in L

Recall that the set of definable n-ary relations on A, Def(A,n) is countable. The following definition gives
an enumeration of the members of Def(4,n) in a definable way.

Definition 15.1. By induction on m < w, define En(m, A,n) as follows.
(a) If m =2'37 and i,j < n, then En(m, A,n) = Diag.(A,n,1,j).
(b) If m = 2'375 and i,j < n, then En(m, A,n) = Diag_(A,n,i,j).
(c) If m = 2¢3752, then En(m, A,n) = A"\ En(i, A,n).
(d) If m = 213953, then En(m, A,n) = En(i, A,n) N En(j, A,n).
(e) If m = 2¢375% then En(m, A,n) = Proj(A, En(i, A,n + 1),n).
(f) If m is not of the form specified in one of (a)-(e), then En(m,A,n) =0 .
The following is easy to verify using the definition of Def(A,n).
Lemma 15.2. Def(A,n) = {En(m, A,n):m < w}.

Definition 15.3. Suppose A # 0. Forn < w, s € A™ and m < w define,

D(A,n,m,s) ={x € A:sU{(n,z)} € En(m,A,n+1)}
Using the definition of D(A), the following is easy to verify.
Lemma 15.4. D(A) = {D(A,n,m,s) :m,n<wAseA"}.

Suppose A # 0 and R is a well order of A. Let R, be the induced lexicographic well order on A™. Let <
be the well ordering on w x w x A<¥ defined by (n,m,s) < (n’,m’,s’) iff

(i) n<n or
(ii) n=n' and m <m' or
(iii) (n,m)=(n/,m’) and sR,s’.

For each X € D(A), let (n(X),m(X),s(X)) be <least (n,m,s) € w x w x A<¥ such that X =
D(A,n,m,s). For XY € D(A), define X < Y iff (n(X),m(X),s(X)) < (n(Y),m(Y),s(Y)). Note that
< is a well order on D(A). We say that (D(A), <) is the well ordering induced by (A, R).

We can now define a well order on L as follows. By transfinite recursion, define (<,: @ € ORD) as
follows.

(1) <p=0.

(2) Suppose <, has been been defined such that (L,, <,) is a well ordering. Let (D(L,), <) be the well
ordering induced by (L, <4). Define z <,41 y iff
(a) ,y € Ly and x <, y or
(b)x € Ly and y € Loy1 \ Ly or
(¢) 2,y € Lay1 \ Lo and z < y.
(3) If v is limit, define <,= J{<p: B < a}.

It is easy to see that each (L, <) is a well ordering and if a > w, then type(Lq, <o) < |a|*. Hence
type(Ly, <) = £ for every infinite cardinal k. So we have proved the following.
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Theorem 15.5. In ZF, V. =L = AC. Moreover, <p= |J{<a: @ € ORDY} is a definable well-ordering
of L.

We now proceed to show that V = L implies GCH. The key fact here is that every constructible subset
of L, is a member of L|,+. The proof of this fact uses a Lowenheim Skolem argument.

Definition 15.6 (Height of a transitive set). For a transitive set M, define the height of M,
o(M)=MnORD
Note that o(M) is the least ordinal not in M.

Lemma 15.7. There is a finite conjunction i of axioms of ZF - Powerset such that for every transitive M,
wM - Lo(M) =LM C M.

Proof. Let v be a finite conjunction of sufficiently many axioms of ZF - Powerset such that 1 proves that
the notions of ordinal, rank and L, are absolute for transitive models of ¢ and @ implies that there is no
largest ordinal. Let us show that 1 is as required. Suppose M is transitive and assume )™ holds. Then
o(M) = M N ORD is a limit ordinal. For each a@ < o(M), [(Jy)(y = La)]™ holds. By absoluteness of L,
for M, we get (Voo < o(M))(LA = La). So Loy € M and LM = (J{LY : « € M NORD} = Lyp). O

The following is immediate.

Corollary 15.8. There is a finite conjunction ¥ of axioms of ZF - Powerset such that for every transitive
M,
M A (V:L)M = M = Ly

Lemma 15.9 (Downward Lowenheim-Skolem). Suppose x(x1,...,2y) is a formula with free variables x4, . .., x,.
Then the following is a theorem of ZFC.

(VX)3Y)[X CY AY| = max(|X],w) A (Vo1,..., 20 €YV)(x(21,. . 20) <= XY (21,...,72))]

Proof. We can assume that y only uses =, A, 3. Using the Reflection Theorem choose 3 such that X € V3
and x is absolute for V3. Using AC, fix a well ordering < of V3. We start repeating the proof of Theorem @
with Skolem functions modified as follows. Let F be the set of all subformulas of x. For each ¢ € F define the
Skolem function Fy as follows. If ¢ = (3x)(¥(z,y1,---,Yn)), a1,...,an € Vg and (Fz € Vi) (¥ (z,a1,...,a,)),
then Fy(as,...,a,) is the <-least such z € Vg. Otherwise, define Fy(as,...,a,) = 0. Using Theorem
choose Y C V3 such that X C Y, |Y] = max(]X|,w) and Y is closed under F, for each ¢ € F. By the
Tarski-Vaught criterion@ X is absolute between Y and V3. Since x is also absolute for V3, it follows that
X is absolute for Y. O

Theorem 15.10. In ZF, V=L = GCH.

Proof. Assume V = L. By Theorem we can freely use the axiom of choice. Let x be an infinite
cardinal. We'll show |P(k)| < k™. Since |L.+| = xT, it suffices to show that P(x) C L.+. Fix X C k.
Let ¢ be as in Corollary By Lemma choose Y such that L, U{X} C Y, |Y| = |Ls| = x and
YY A (V = L)Y holds. Since (Y, €) is well founded, by Theorem fix M, F unique such that M is
transitive and F : (Y,€) — (M, €) is an isomorphism. Then ™ A (V = L) holds as well. Note that
F(X) = X since k C L, CY and F [ £ is the identity on k. So X € M. Put o(M) = M N ORD = ~.
By Corollary M = L,. Since |[L,| = |M| = |Y| = |Lx| = &, it follows that v < x™. Therefore
X eL,CL,+. Hence P(k) C L.+ and we are done. O

Corollary 15.11. If ZF is consistent, so is ZFC + GCH.
Proof. By Corollary and Theorems and [15.10]
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16 Countable transitive models

Let £ = {€}. Recall that an £-model is a pair (M, E) where M is a non empty set and F is a binary
relation on M that interprets €. If F is the actual membership relation on M, then we say that the model is
standard. Every standard model (or just well founded model) is isomorphic to a standard transitive model,
namely, its Mostowski collapse (Theorem. So, among the standard models, it is enough to analyse the
transitive ones. The aim of this section is to sketch some of the necessary properties of a possible standard
model of ZFC plus =CH. We do not consider non well founded models at all.

The following lemma says that a proper transitive class cannot be used to produce a model of V # L
and therefore of —=CH.

Lemma 16.1. Let M be a transitive class with ORD C M. Suppose for each ZFC axiom v, ZFC proves
M. Suppose also that ZFC proves (V # L)YM. Then ZFC is inconsistent.

Proof. Since ORD C M, by absoluteness of L, for M, we must have L C M. Since (V # L) and
(V = L)Y (by Corollary [14.14)), we must have M # L. Thus M \ L # 0. So ZFC proves V # L and
therefore, by Corollary it is inconsistent. O

Note that the argument strongly uses the fact that ORD C M. It M is a transitive set, then the proof
only shows that M \ L,y # 0 which doesn’t necessarily imply V # L since the sets in M\ L,y may
appear in L, for some « > o(M). In fact, a slight refinement of the above argument gives the following.

Lemma 16.2. Let T be any theory which is consistent with ZFC plus V. = L. Then T cannot prove the
ezistence of an uncountable transitive set model of ZFC plus the negation of CH.

Proof. Suppose not. We can assume that V = L is an axiom of T. Work in T. Fix an uncountable transitive
set M that models ZFC plus —=CH.

We claim that o(M) > w;. Suppose not. Note that by the absoluteness of the rank function, M =
U{(Va)M - a < o(M)}. Since o(M) is countable, for some o < o(M), (V)™ is uncountable. So M contains
an uncountable set A. Since AC holds in M, it also contains the order type of a well ordering of A. So
w1 € M. Hence o(M) > wy: Contradiction.

Since V. = L holds in T, P(w) = Ly, N P(w). It follows that every X € P(w) N M, there exists
a < w; < o(M) such that X € L,. By absoluteness, it follows that (X € L,)™. Hence M has enough
ordinals to know that every set of integers is in L. It follows that CH holds in M which is a contradiction. [

So if we have any hope of finding a standard model of ~CH, we must look at countable transitive models.
Because of Godel’s second incompleteness theorem, we cannot prove the existence of such models in ZFC.
But there is an easy way to get around this difficulty as follows.

Adjoin a constant symbol M to the language of ZFC (which has just one non logical symbol, namely, €).
Let T be the theory whose axioms are the axioms of ZFC, “M is countable transitive” and the relativizations
#™M for each axiom ¢ of ZFC.

Lemma 16.3. T is a conservative extension of ZFC. This means that for every sentence v in the language
of ZFC, if T proves v, then ZFC proves v. In particular, if ZFC is consistent, so is T.

Proof. Suppose v is a sentence in the language of ZFC and T proves ¥. Let ¢ be a finite conjunction of
axioms of ZFC such that
(¢ A M is countable transitive A p™M) = )

is logically valid. It suffices to show that
(3N)(N is countable transitive A ¢™)

is a theorem in ZFC. But this easily follows from Lemma Just set x = ¢ and X = 0 to get a countable
Y as there and take N to be the Mostowski collapse of Y. O
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From now on, when we say “Fix a ctm (countable transitive model) M of ZFC”, we mean work in the
theory T as above. Since M could already satisfy V = L, we should try to construct a ctm N of ZFC plus
—CH by enlarging M. The next lemma says that, starting with M, we can only hope to produce ctm’s N of
ZFC with o(N) = o(M).

Lemma 16.4. It is consistent with ZFC plus “there is a ctm of ZFC” to assume that any two ctm’s of ZFC
have the same height.

Proof. Note that if ZFC plus “there is a ctm of ZFC” is consistent, then ZFC plus “there is a ctm of ZFC”
plus V = L is also consistent (as witnessed by L). Work in the theory ZFC plus “there is a ctm of ZFC”
plus V = L. Fix a ctm N of ZFC of least height. If all ctm’s of ZFC have the same height as N, we are
done. Otherwise, let o > o(N) be least such that there is a ctm N’ of ZFC with o(N’) = «. Since we are
assuming V = L, N = L, and N’ = L,. Now N’ thinks that there is a ctm of ZFC (namely L)) and
all ctm’s of ZFC have the same height (namely o(N)) so we are done. O

Suppose M is a ctm of ZFC with height o(M) = v < wy. Since M is countable, most subsets of w are
not in M. Let (w2)M = . Although 6 is really a countable ordinal, M thinks it is the second uncountable
cardinal. We would like to find a one-one sequence X = (X, : a < 6) of subsets of w and another ctm N
of ZFC such that M C N, X € N, o(M) = o(N) (see Lemma and (w2)N = 6. Then N would satisfy
—CH as witnessed by X € N.

To simplify matters, let us first try to find one subset X C w such that X ¢ M and there is a ctm M[X]
of ZFC such that X € M[X], M C M[X] and o(M) = o(M[X]). The requirement o(M) = o(M[X]) already
rules out several candidates X. For example, X should not code a well ordering of w of order type v > o(M)
otherwise M[X] can decode v from X. To solve this difficulty, Paul Cohen came up with the notion of what
he called a “generic” subset X C w over M and showed that they can always be adjoined to M to get a
smallest ctm of ZFC extending M that contains X. Soon after Cohen’s proof of consistency of =CH, Robert
Solovay generalized his construction to a more general setting of posets which we now discuss.

17 Forcing posets

Definition 17.1. A partial ordering/poset/forcing notion is a triplet (P, <,1p) such that 1p € P and < is a
binary relation on P which satisfies

(a) For allp € P, p <p.
(b) For allp,q,r €P, ifp<q and q <r, then ¢ < r.

(c) Forallp e P, p < 1p.

Note that we do not require anti-symmetry p < ¢gA g < p = p = q. We sometimes refer to members
of P as conditions, call 1p “the trivial condition” and read p < ¢ by “the condition p extends ¢” or “p is a
stronger condition than ¢”. Some examples of forcing notions follow.

Example 17.2. (1) P = {f : f is a finite function A dom(f) C w A range(f) C 2}, p < q iff ¢ C p and
1p = 0. We denote this poset by Fn(w,?2).

(2) P is the set of all finite partial functions from k to 2, p < q iff ¢ C p and 1p = 0. We denote this poset
by Fn(k,2).

(3) P is the set of all compact subsets of [0,1] of positive Lebesque measure, p < q iff p\ q is Lebesgue null
and 1p = [0,1]. We call this poset random forcing.

Following standard abuses of notation, we’ll sometimes write “P is a poset” instead of “(P,<,1p) is
poset” when the ordering and the largest member are clear from the context. Note that “IP is a poset” is a
Ap-formula and therefore absolute for transitive models of ZF.

Definition 17.3 (Filter on a poset). Let P be a poset. A filter on P is a subset G C P satisfying the following.
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(i) Ipe G

(ii) For every p,q € G, there exists r € G such that r < p and r < q.
(iii) For everyp € G and q € P, if p < gq, then q € G.
Definition 17.4 (Compatible, Antichain, Dense). Let P be a poset.

(a) We say that p,q € P are compatible, iff p,q have a common extension in P; i.e., there exists r € P such
that r < p and r < q. We say that p,q are incompatible, denoted p 1 q, iff they are not compatible.

(b) A subset A CP is called an antichain in P iff A has pairwise incompatible members.
(c) A subset D C P is dense in P iff for every p € P, there exists ¢ € D such that ¢ < p.

It is easily checked that all of these notions can be expressed as Ag-formulas and therefore are absolute
for transitive models of ZF.

Lemma 17.5. Suppose P is poset and F is a countable family of dense subsets of P. Then there is a filter
G on P such that for every D € F, GN D # 0.

Proof. Let (D,, : n < w) enumerate F. Inductively construct (p, : n < w) as follows. py € Dy is arbitrary.
Suppose pg > p1 > -+ > p, have been chosen such that for every k < n, py, € Dj. Since D, 11 is dense in
P, we can find p,4+1 € Dy such that p,1 < py.

Define G = {g € P: (In < w)(pn < q)}. Then it is easy to check that G is a filter on P that meets every
D,. O

Definition 17.6 (Generic filter). Suppose PP is a poset and M is a ctm of ZFC. A filter G on P is called a
P-generic filter over M iff for every dense D C P, if D € M, then GN D # 0.

By Lemma P-generic filters over M always exist for every ctm M of ZFC.

The following is one of the fundamental facts about generic extensions. Although it is not difficult to
state, its proof will require the idea of “forcing” which we will introduce later.

Theorem 17.7 (Generic extensions). Suppose M is a ctm of ZFC. Let P be a poset such that P, < and 1p
are in M. Let G be a P-generic filter over M. Then there is a ctm N of ZFC such that M C N and G € N.
Furthermore, for every ctm N’ of ZFC, if M C N’ and G € N’, then N’ C N.

Let M, P, G,N be as in Theorem[17.7] We say that N is the generic extension of M obtained by adjoining
G to M and write M[G] for N. We'll explicitly describe M[G] in the next section.

Let us discuss the ideas introduced in this section via a concrete poset. Let P = Fn(w,2). We can think of
a condition p € P as a finite approximation to some f : w — 2. Compatibility of two conditions in P just means
that the conditions agree on their common domain so that their union is a common extension. Every filter
G C P gives rise to a partial function fo = JG from w to 2. For each n < w, let D,, = {p € P: n € dom(p)}.
Then D,, is a dense subset of P. Suppose G is a filter on P such that for every n < w, GN D,, # 0. Then
fa:w—2.

Now fix a ctm M of ZFC. Note that P € M and for every n < w, D,, € M. Let G be P-generic over M
(Such filters exist by Lemma . Since G N D,, # 0 for every n < w, it follows that fg : w — 2. Observe
that G ={p e P:p C f,;}. So fe and G can be “computed” from each other. We leave the following as
an exercise for the reader: For every f :w — 2, if f € M, then f # fg. In particular M[G] is a proper
extension of M. The following says this is always the case if P is non-trivial.

Lemma 17.8. Let P be a poset in which each condition has two incompatible extensions. Let M be a ctm
of ZFC and P € M. Let G be P-generic over M. Then G ¢ M.

Proof. Suppose not. Then D =P\ G € M. Suppose p € P. Choose ¢, < p such that ¢ L r. Then one of

¢, is not in G. So D is dense in P. But G N D = 0 which is impossible as G meets every dense subset of P
in M. O
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18 Generic extensions

Definition 18.1 (P-name). Let P be a poset. We say that T is a P-name iff T is a relation and for every
(0,p) €7, p €P and o is a P-name. We denote the class of P-names by VF.

Note that this is a definition by transfinite recursion on the rank of 7: To check whether 7 is a P-name,
it suffices to know if ¢ is a P-name for all ¢ such that rank(c) < rank(7). As an exercie, check that “7 is a
P-name” is absolute for transitive models of ZF.

Definition 18.2. If P is a poset, M is a ctm of ZFC and P € M, then M denotes the set of all P-names
in M. By absoluteness, M' = V¥ n M.

Definition 18.3 (Evaluating P-names). Suppose P is a poset, T is a P-name and G C P. Define
val(t,G) = {val(c,G) : (Ip € G)((o,p) € 7)}
We sometimes also write T[G] and valg(r) for val(t,G).

Once again val(7, @) is being defined by transfinite recursion on the rank of 7. Also, val(r, G) is absolute
for transitive models of ZF.

Definition 18.4. Suppose P is a poset, M is a ctm of ZFC, P € M and G CP. Then
M[G] = {val(1,G) : T € M"}

Lemma 18.5. Suppose P is a poset, M is a ctm of ZFC, P € M and G C P. Suppose N is a ctm of ZFC
such that M C N and G € N. Then M|G] C N.

Proof. Suppose 7 € M", then since G € N, by the absoluteness of val(r, G), val(r, G)N = val(r,G) e N. [
Definition 18.6. Suppose P is a poset. By transfinite recursion on the rank of x, define
i:{(y,lp)yex}

Lemma 18.7. Suppose P is a poset, M is a ctm of ZFC,P € M, G CP and 1p € G. Then for all x € M,
i€ M and val(i,G) = x. Hence M C M[G].

Proof. That (Vx € M)(& € M) follows from the absoluteness of Z for transitive models of ZF. val(£,G) = =
can be proved by induction on the rank(z). O

Lemma 18.8. Suppose P is a poset, M is a ctm of ZFC,P € M, G CP and 1p € G. Then G € M|G].
Proof. Let 7 = {(p,p) : p € P}. Then 7 € M. It is easy to see that val(r,G) = G. Hence G € M[G]. O
We leave the next lemma as an exercise for the reader.

Lemma 18.9. Suppose P is a poset, M is a ctm of ZFC, P € M, G C P and 1p € G. Then the following
hold.

(1) M|G] is transitive and hence it satisfies the axiom of extensionality.

(2) o(M|G]) = o(M).

(8) MIG] satisfies the axioms of pairing, union and foundation.

Definition 18.10. Suppose P is a poset, p € P and D C P. We say that D is dense below p iff for every
q < p, there exists r € D such that r < q.

The next lemma will be useful in checking that the other axioms of ZFC hold in M[G].

Lemma 18.11. Suppose P is a poset, M is a ctm of ZFC, P € M and G is a P-generic filter over M. Let
ECPand F € M.
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(i) Either GNE # 0 of there exists ¢ € G such that q is incompatible with every member of E.
(ii) If p € G and E is dense below p, then GNE # 0.

Proof. () Let D={peP:(IrcE)p<r)}U{qeP: (Vr € E)(r Lq)}. Note that D € M as E € M. We
claim that D is dense in P. To see this, fix p € P and we’ll find an extension of p in D. If some extension
t < p is below a condition of F, then this is clear. So assume that this is not the case. Then p must be
incompatible with every condition in E. Otherwise choose r € E and a common extension ¢ of r,p. Then ¢
is an extension of p which is below r € E which is impossible.

(i) Let D={qe€P:(¢gLp) V(g<p)}. Then D € M and it is easy to check that D is dense in P. Let
g € DNG. Then since p € G, g L p is impossible. So we must have ¢ < p. O

19 Truth in generic extension

Suppose M is a ctm of ZFC, P is a poset in M. Let ¢(z1, 22 ..., z,) be a formula in the language of ZFC with
free variables x1,x2,...,%,. Suppose Ti,72,...T, are P-names in M. Suppose G is a P-generic filter over
M such that M[G] E ¢(val(r1, G),val(12,G), .. .,val(7,,G)). A fundamental fact about forcing (sometimes
called “Truth is forced” which we’ll show later, see Theorem 2)) is that there must exist some p € G such
that for every P-generic filter H over M, if p € H, then M[H] = ¢(val(m, H),val(1e, H), ... ,val(7,, H)).
This motivates the following definition.

Definition 19.1 (Forcing). Suppose M is a ctm of ZFC, P is a poset in M. Let ¢(x1,z2...,2,) be a
formula in the language of ZFC with free variables x1,x2,...,T,. Suppose T1,Ta,... T, are P-names in M.
Let p € P. We say that p forces ¢(71,7o,...,Tn) and write p lkp ar ¢(71,72,. .., 7o) iff for every for every
P-generic filter G over M, if p € G, then M|G] = ¢(val(ry,G), val(m2, G), ... ,val(t,,G)).

When M, P are clear from the context, we drop them from IFp ng and just write I-. The following is easy
to verify.

Lemma 19.2. The following hold.
(a) If plF- ¢(71,...,70) and g < p, then gk ¢(11,...,7n)-
(b) plE(d(T1,...,7n) A(o1, .. yom)) iff pIFd(T1, ..., T0) and p Ik Y(o1, ..., 0m)-

Another fundamental fact about forcing (sometimes called “Forcing is definable” see Theorem 1)) is
that the relation p Ik ¢(71,72,...,7,) is definable in M. The aim of this section is to establish these facts
and then use them to show that all the axioms of ZFC hold in M[G].

To show that {(p,71,...,™) :p E PAT,...T, € M Aplrpm ¢(71,...,7,)} is definable in M, we’ll
introduce another relation p IF* ¢(71, ..., 7,) and show that, p IF ¢(7, ..., 7,) iff (pIF* ¢(71,...,7,))™M. The
definition of p IF* ¢(71,...,7,) is by induction on the complexity of ¢.

Definition 19.3 (Star-forcing). Let P be a poset and p € P. For a formula ¢(x1,...,x,) with free variable
as shown and 71, ...,7, € VE, define p > ¢(11,...,7,) by recursion on length of ¢ as follows.

(a) pIF* 7 = 7o iff for every (m1,81) € 71, the set
{¢<p:q<s; = (F(ma,s2) €m2)(g < s2aAglH 1 =m9)}
is dense below p and for every (mwa, s2) € Ta, the set
{¢<p:q<ss = (F(m,s1) €m)g< s AglH 1 =m9)}
is dense below p.

(b) p“‘* T € T2 Zﬁ
{g: (3(m,s) €em)(¢g<sAqlt* T =m)}

is dense below p.
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(¢) pIF* (B(T1,. .., Tn) A(o1, ... om)) iff pIF* &(T1,...,70) and pIF* (o, ... om).
(d) pI-* =p(1,...,7) iff there is no q < p such that q1F* ¢(1,..., 7).
(e) pIF* Ba)(d(z, 11, ..., 7)) iff the set
{r:3o e VA ¢lo,m,...,7))
is dense below p.

Note that the definition in Clause (a) is by recursion on max(rank(7y), rank(7z)). The following lemma is
easy to verify using Definition [19.3]

Lemma 19.4. The following are equivalent.

(1) pI* d(r1, ... ).
(2) (Vg <p)gIF* o(11,...,7))-
(8) {q:qF* ¢(m1,...,7)} is dense below p.

Theorem 19.5. Suppose M is a ctm of ZFC, P is a poset in M. Let ¢(x1,z2...,2,) be a formula in
the language of ZFC with free variables x1,x3,...,x,. Suppose 71, Ta,...T, are P-names in M. Let G be a
P-generic filter over M. Then the following hold.

(1) If p€ G and (pIF-* (1, ..., 7)™, then M[G] |= ¢p(val(Ty,G), ..., val(T,,G)).
(2) If M|G] & ¢(val(11,G),...,val(,,Q)), then there exists p € G such that (pIF* ¢(71,..., 7)) M.
Proof. See Theorem 3.5 in Chapter VII of Kunen’s book. The proof will be covered in the lecture. O

Theorem 19.6. Suppose M is a ctm of ZFC, P is a poset in M. Let ¢(x1,z2...,x,) be a formula in the
language of ZFC with free variables x1,xs,...,xy. Suppose T, To,...T, are P-names in M.

(1) For all p € P,
plrear (11, ... ) <= (pIF* o(r1,..., 7)™

(2) For every P-generic filter G over M, M|G] |= ¢(11[G],...7[G]) iff Gp € G)(prp.p d(11,...,70)).

Proof. (1) The right to left implication follows from Theorem ). For the other direction, assume
plk ¢(r,...,7). By Lemma it suffices to show that D = {q¢ < p: (¢ IF* ¢(71,...,7,))™M} is dense
below p. Suppose not and let ¢ < p be such that (vr < q)(r ¢ D). Then (¢ IF* =¢(71,...,7,))™. By the
right to left implication of (1), ¢ I+ (71, ..., 7,) which is impossible since p I+ ¢(71,...,7,) and ¢ < p.

(2) The right to left implication is immediate from the definition of I-. The left to right implication
follows from Theorem [19.5)2) and Clause (1) above. O

Corollary 19.7. Suppose M is a ctm of ZFC, P is a poset in M and 0,71, ..., 7, € M.
(a) {peP:plko(r,...,m)}U{g€P:qlF=¢d(m,...,7,)} is dense in P.
(b) plk =@(11,...,7) iff there does not exist ¢ < p such that q IF ¢(71, ..., 7).
(c) plk Bz)(W(z,m1,...,m)) iff {r <p:(@r e M)(rl-o(m,m1,...,7))} is dense below p.

(d) If p Ik (3z)(x € o AN Y(x,71,...,7n)), then there exists ¢ < p and ® € dom(o) such that q |-
V(T T, ooy Th).

Proof. (a), (b) and (c) follow from the definition of IF* and Theorem To see (d), fix a a P-generic
filter G over M with p € G. Choose (7, s) € o such that s € G, and M[G] E ¢(7|G], 1[G],...,T[G]). By
Theorem W(Q), we can choose r € G such that 7 I ¢(m,7y,...,7,). Let ¢ € G be a common extension of
p,s in G. Then ¢, 7 are as required. O
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20

ZFC in M|G]

Theorem 20.1. Suppose M is a ctm of ZFC, (P, <, 1p) is a poset in M and G is a P-generic filter over M.
Then M|G] = ZFC.

Proof. That the axioms of Extensionaltiy, Pairing, Union and Foundation hold in M[G] follows from Lemma
I8 Let us check the other axioms.

(a)

Comprehension: Suppose ¢(z,v,91,...,Yn) is a formula and o,7y,...,7, € MF. We must show that
Y = {a € 0[G] : oM (a,0[G], 1[G], ..., m[G])} € M[G]

Let
p={(m,p) €dom(c) xP:plk (r€aAp(m,0,71,...,7a))}

Then p € M by definability of forcing (Theorem [19.6(1)). We claim that p[G] = Y. That p[G] C Y is
easily verified. Next, suppose a € Y. Then a = 7[G] for some 7 € dom(o) and M[G] = 7[G] € o[G] A
¢(n[G],0[G), 11[G), ..., 7,[G]). Since truth in M[G] is forced by some condition in G (Theorem[19.6(2)),
for some p € G, plkw € o Agp(m,0,71,...,7,). It follows that (7, p) € p. Hence a = 7[G] € p[G].

Replacement: Let ¢(x,y, A, z1,...,2,) be a formula, o,7,...,7, € M and suppose

MIG] = (Vo € oG] (3y) (o2, y, oG], n[G], ..., 7alG]))

Since replacement holds in M and forcing is definable in M, there exists S € M such that S C MF
and for every m € dom(o) and p € P,

(Fp € MP)(p Fo(mypyo,m,. . ym)) = SpeS)plk ol uo,m,...., ™))

Let p =S x {1p}. Then p € MF. It is easy to check that for every = € ¢[G], there exists y € p[G] such
that M[G] ': ¢(I7 Y, U[G]a T1y--- ;Tn[G])'

Infinity: Since w € M C MJ[G] and M|G] satisfies BST, by Lemma [12.9} the axiom of infinity holds in
M[G].

Power Set: Let 0 € M'. We'll find p € M such that (Vo € M[G])(z C 0[G] = =z € p[G]). Put
p =8 x {l1p} where
S ={reM":dom(r) C dom(o)}

Note that S and p are in M. Let u € M" such that u[G] C o[G]. Let 7 = {(r,p) : 7 € dom(c) A p IF
m € p}. Then 7 € S and so 7[G] € p[G]. So it suffices to show that 7[G] = p[G]. That 7[G] C u|G]
is clear. For the converse, suppose m € dom(p) and w[G] € p[G]. As p[G] C o[G], we can choose
7' € dom(o) such that 7[G] = 7'[G]. Choose p € G such that p IF 7’ € p. Then (7',p) € 7. Hence
7[G] = 7'[G] € 7[G].

Choice: It suffices to show that
MI[G] = (VX)(3y)(3f)(f is a function A dom(f) =~y A X C range(f))

for then we can well order X as follows: x < y iff min(f~'[{z}]) < min(f~'[{y}]). Let ¢ € MF.
Since M satisfies AC, we can well order dom(c) = (7, : @ < 7). Let 7 = {op(&, 7)) : & < v} x {1p}
where op(o,7)[G] = (]G], 7[G]). Then 7 € M’ and 7[G] is a function with dom(7[G]) = ~ and
X Crange(7[G)).

O

Corollary 20.2. If ZFC is consistent, then ZFC +V # L is consistent.

Proof. Let M be a ctm of ZFC, P = Fn(w,2) € M and suppose G is P-generic over M. Put N = MJ[G].
By Lemma [17.§ _ M # N. Towards a contradiction, suppose N = V = L. Then by Corollary -
N = LyN) = Loom) = LM C M which is impossible.
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21 Consistency of -~ CH

Definition 21.1. Fn(X,Y) is the poset whose conditions are finite partial functions from X to'Y ordered
byp<qiffg<p.

Observe that if M is a ctm of ZFC and X,Y € M, then Fn(X,Y) € M.

Lemma 21.2. Let G be Fn(X,Y)-generic filter over M. Define fo =\JG. Then fg: X =Y and if X is
infinite, then range(fg) =Y.

Proof. Since G is a filter, for any two functions f, g € G, there is a function i € G that extends both f,g. It
follows that f¢ = JG is a function. Next, note that for every x € X, D, = {p € Fn(X,Y) : z € dom(p)} is
dense in P and, by comprehension in M, D, € M. Since X is infinite, for everyy € Y, E, = {p € Fn(X,Y) :
y € range(p)} is a dense subset of P in M. It follows that G N D, # 0 and GN E, # 0 for every € X and
y € Y. Hence dom(fg) = X and range(f,) =Y. O

Let (k = wa)M (So & is really a countable ordinal but M thinks that it’s the second uncountable cardinal).
Let G be Fn(k X w, 2)-generic filter over M. We'll show that M[G] = ~CH. Note that Fg = |JG : £ xw — 2.
For each o < K, let f, : w — 2 be defined by f,(n) = Fg(a,n). Then it is easy to check that (f, : @ < k) has
pairwise distinct functions from w to 2 (Consider, for a < 8 < &, the dense sets D, g = {p € Fn(k x w,2) :
(3n < w)(p(a,n) # p(B,n))}). So we'll be done if we can show that (x = wp)MICl. Note that this is not
true for all forcings since, for example, if H is Fn(w, k)-generic over M, then by Lemma (|s| = w)MIH],
The key combinatorial idea behind the proof of (r = ws)MI! is the fact that Fn(X,w) satisfies the countable
chain condition.

Definition 21.3 (Chain conditions). Suppose P is a poset and k is a cardinal. We say that P satisfies the
k-chain condition (abbreviated k-c.c.) iff for every antichain A CP, |A| < k. P satisfies the countable chain
condition (abbreviated c.c.c.) iff P satisfies the wy-c.c.

Fact 21.4 (A-system lemma). Suppose k is an uncountable cardinal and (A; : i < K) is a sequence of finite
sets. Then there exist X € [k|® and R such that (Yi,j € X)(i#j = A;NA; =R).

Proof. By induction on n. O
The following is an easy consequence of Fact
Lemma 21.5. Fn(X,Y) satisfies the c.c.c. iff Y is countable.

Lemma 21.6. Suppose P is a poset in M and (P satisfies c.c.c.)™. Let A, B € M. Let G be P-generic filter
over M and suppose f € M|G] and f : A — B. Then there is an F': A — P(B) such that F € M and for
every a € A, f(a) € F(a) and (|F(a)|] < w)M.

Proof. Fix 7 € MY such that 7[G] = f. Since M[G] |= 7[G] : A — B, we can find p € P such that
plk7:A— B.

For each a € A, let F(a) = {b € B : (3¢ < p)(¢IF 7(a = b))}. By the definability of forcing in M, F' € M.
Note that if b = f(a) = 7[G](a), then for some ¢ < p, ¢ € G and ¢ IF 7(a) = b. So b= f(a) € F(a) for every
ac A

Now fix a € A and we’ll show that (|F(a)| < w)M. Using AC in M, choose a function b + g, such that
for every b € F(a), gy < p and g, I- 7(a@) = b. Then {q, : b € F(a)} € M is an antichain in P since if b # c,
then g, . force contradictory statements. So it is countable in M. It follows that F'(a) is also countable in
M. O

Definition 21.7 (Cardinal preservation). Suppose P is a poset in M. We say that P preserves cardinals iff
for every P-generic filter G over M,

(Vo < o(M)) | (v is a cardina)™ < (ais a cardmal)M[G]}

Corollary 21.8. Suppose P is a poset in M and (P satisfies c.c.c.)™. Let (k is a cardinal)™. Let G be
P-generic over M. Then (k is a cardinal)™IC],
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Proof. We can assume that (k > w;)™. Towards a contradiction, suppose k € M such that (x is a cardinal)M
and (k is not a cardinal)MIC]l. Then for some a < &, (|x| = )Ml Hence there is a function f : a — &
such that f € M[G] and range(f) = . By Lemma choose F : a — P(k) such that F € M and for
every 8 < a, (|F(8)] < w)M. Let W = Jrange(F). Then W € M and ([W]| < |a x w| = |a|)M. But
k = range(f) C W. So (k| < |a|)M which contradicts the fact that & is a cardinal in M. O

Corollary 21.9. Let M be a ctm of ZFC, (k = w2)™ and P = Fn(k x w,2). Let G be P-generic over M.
Then (29 > wy)MIG],

Proof. Since (P satisfies c.c.c.)M, P preserves cardinals. So (w1)M = (w1)MCl and k = (wo)M = (wy)MIC].
As noted earlier in this section, (2¥ > n)M[G]. So (2¢ > wz)M[G]_ 0

22 Countably closed forcing and

Suppose M is a ctm of ZFC, P € M is a poset, G is P-generic over M and X € MJG]. Then for some T € M,
X = 7[G]. From now on, we'll use X to denote such a P-name (in M) for X € M[G]. So X[G] = X. We'll
sometimes also drop the superscript from A when it is clear that A € M.

Definition 22.1 (Countably closed forcing). Let P be a poset. We say that P is countably closed iff for every
sequence (pp :n < w) in P, if (Yn < w)(Pnt1 < pn), then there exists p € P such that (Vn < w)(p < pn).

Lemma 22.2. Suppose M is a ctm of ZFC, P € M is a poset and (P is countably closed)™. Let G be
P-generic over M. Suppose X € M. Then “X N M =*X N M|[G].

Proof. Tt suffices to show that if f:w — X and f € M[G], then f € M. Let F = “X N M. Towards a
contradiction, assume f ¢ F. Choose p € G such that pIF f:w — X A f ¢ F. Working in M, construct
((pn, zn) : n < w) such that the following hold.

(i) po < p, 2o € X and po IF f(0) = Zg
(i) pnt1 < P, Tny1 € X and ppi1 < pp and ppiq IF f(n +1) = Fpys

Since (P is countably closed)™, we can choose ¢ € P such that (Vn < w)(q < p,). Let g : w — X be
defined by g(n) = x,,. Then g € M and ¢ I- (Vn < w)(f(n) = g(n)). It follows that ¢ IF f = § € F which is
a contradiction since ¢ < p while p I+ f ¢ F. O

Corollary 22.3. Suppose M is a ctm of ZFC, P € M is a poset and (P is countably closed)™. Let G be
P-generic over M. Then (wi)™ = (w; )MIC],

Proof. Let (k = w;)M and suppose (k < w;)MICl. Then & is countable in M[G]. Tt follows that there exists
f 1w — r such that f € M[G] and range(f) = x. Since (P is countably closed)M, by Lemma feM.
But then k is countable in M which is a contradiction. O

Definition 22.4. Let S be the poset defined as follows. p € S iff p is a function, dom(p) < wy and for every
& € dom(p), p(§) C&. Forp,q €S, define p < q iff ¢ Cp.

Note that S is a countably closed poset. Fix a ctm M of ZFC. Put (k = w;)™. Consider the relativization
P of S to M, i.e., P = SM. So P € M consists of all functions p € M such that dom(p) <  and for every
¢ < dom(p), p(¢) C & Clearly, (P is countably closed)M. Let G be P-generic over M. By Corollary
(k= wl)M[G].

Now, by an easy density argument, | JG = f is a function with domain k such that for every £ < k,
f(&) €& Put Ae = f(£). We'll show that (Ag : £ < k) witnesses that & holds in M[G].

Suppose A € M[G]and A C k. Put W = {€ < k: A¢ = ANE}. We must show that (W is stationary)MIE],

Towards a contradiction, suppose this fails and fix C' C k such that (C is a club in K)M[G] and CNW = 0.
Let h : k — 2 be the characteristic function of A: So (V€ < k)(§ € A <= h(§) = 1). Note that since
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(IP’ is countably closed)™, by Lemma [22.2) . for each & <k, h|&e M. Choose p € G that forces all of this:
h is the characteristic function of A, (V€ < &)(h | € € M), C'is a club in & and (V¢ € C) (Ae # ANe). Well
find p, < p and & < & such that p, IF (§, € C) A (4e, = AN &,) which is a contradiction.

Working in M, recursively construct ((pn,&n,gn) : n < w) as follows.

(a) o =w, po<p, go:w—2and polFjo=hlw
(b) Suppose pn, &, gn have been defined. Choose &, 11 < K, pp+1 < pn and g, : 41 — 2 such that
(i) €na1 > max(&,, dom(py)),
(i) prt1 Ik €ngr € C,
(iii) ppi1 IF A | Enp1 = gny1 and
(iv) &, € dom(ppy1).
Note that such p,11, g, exist because p IF (V¢ < m)(h & eM).

Having completed the construction, put & = sup({&, : n < w}) and ¢ = U{pn :n < w}. Note that
q € P, & is a countable limit ordinal in M and dom(q) = &,. Since g I- (¥n < w)(h [ &, = gn), it follows
that g, = U{gn : 7 < w} is a function from &, to 2. Since ¢ I (Vn < w)(&, € C) and ¢ IF C is a club in &,
we get ¢ IF & € C. Let A, ={¢ < & ¢ g.(&§) = 1}. Define p, = qU {(&, Ay)}. Then p, < p and
i I (& € C) (Ag* =A, = AN &.) which gives us the desired contradiction.

23 Martin’s axiom and Suslin’s hypothesis

Definition 23.1. ¢ = 2¥ = |P(w)| denotes the cardinality of the continuum.

Definition 23.2 (Martin's axiom at k). For an infinite cardinal k, MA, is the following statement: For
every poset P which satisfies c.c.c., for every family F of dense subsets of P, if |F| < k, then there is a filter
G on P such that for every D € F, GN D # 0.

Note that if K < A, then MA), = MA,. The following is a useful fact when applying MA,.

Lemma 23.3. Assume MA,. Suppose P is a c.c.c. poset and let F be a family of dense subsets of P such
that |F| < k. Then for every p € P, there exists a filter G on P such that p € G and (VD € F)(GN D #0).

Proof. Let Q = {q € P: g <p}. Then Q is a c.c.c. subposet of P. For each D € F, let D’ = DN Q. Then
F' ={D’:D € F} is a family of dense subsets of Q. Now apply MA, to Q and F'. O

Lemma 23.4. Let k be the least infinite cardinal for which MA, fails. Then w; < k < c.

Proof. By Lemma [I7.5] MA,, holds. So x > w;. To show that x < ¢, it is enough to show that MA, fails.
Let P = Fn(w,2). P is countable and hence satisfies c.c.c. For each f:w —2,let Dy ={p e P: (In €
dom(p))(p(n) # f(n))}. For each n < w, let E, ={p € P:n € dom(p)}. Put F = {Ds: f € 2} U{E,
n < w}. Then F is a family of dense subsets of P and |F| < ¢. Towards a contradiction, suppose G is a
filter on P that meets every dense set in F. Put |JG = ¢g. Then dom(g) = w since G meets every E,,. Hence
g:w — 2. So G meets D, which means g disagrees with itself at some n which is impossible. O

Definition 23.5 (Martin's axiom). MA is the statement: For every k < ¢, MA, holds.

It is clear that ¢ = wy (CH) implies MA. It is also possible that ¢ > w; and MA holds. We skip the proof
which uses what are called finite support iteration of c.c.c. forcings (see Chapter VIII, Section 6 in Kunen’s
book).

Fact 23.6. If ZFC is consistent, then ZFC + MA + ¢ = wigg is consistent.
We saw earlier that <> implies the existence of a Suslin line. We’ll show that MA + ¢ > w; implies that

there is no Suslin line.
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Definition 23.7 (Product of posets). The product of two posets (P, <1,1g), (Q, <2,1g) is defined to be the
poset (P x Q, <, (1, 1g)) where (p,q) < (p',¢) iff p <1 p" and q <2 ¢'.

Lemma 23.8. Assume MA,,. Let P be a c.c.c. poset and suppose A C P is uncountable. Then there exists
a filter G on P such that GN A is uncountable. It follows that A has an uncountable subset B = G N A such
that any finite set of members of B has a common extension.

Proof. Let (p, : @ < w1) be a sequence of pairwise distinct members of A.
First, we claim that

W={a<w :(3Fr<p)3B<w)(Vy<w)(B<y = rLpy)}

is countable. Suppose not. Then we can inductively construct W’ C W and (r, : v € W’) such that
|[W'| = w; and for every v < o in W', ry, < py, 7 < py and r, L 7. But then {r, : v € W'} is an
uncountable antichain in P which is impossible. So W is countable.

By throwing away p,’s for a € W, we can assume that

(Voo < w1)(Vr < pa)({y < w1 : 1, py are compatible}| = wq)

This means that the following sets are dense in P for every a < 8 < ws.

Dopg={reP:(r Lpy)or (Fy<w)(B<yAT <pa AT <py)}

Using MA,,, , choose a filter G on P such that py € G and G meets Dy g for every f < w;. We claim that
G N A is uncountable. To see this, fix 3 < w; and we’ll find v > 8 such that p, € G. Choose r € G N Dy g.
Then r L pg is impossible since pg € G and G is a filter on P. So for some v > 3, r < p, and hence
py € G. O

Theorem 23.9. Assume MA,,. Then the product of two c.c.c. posets is c.c.c.

Proof. Let P,Q be two c.c.c. posets with orderings <; and <5 respectively. Towards a contradiction, suppose
A C P x Q is an uncountable subset of P x Q. Let W = {p: (3¢ € Q)((p,q) € A)}.

First suppose W is countable. Then we can find p € W such that A, = {¢ : (p,q) € A} is uncountable.
Since Q is c.c.c., we can find ¢;,¢2 € A, such that ¢, g2 are compatible in Q with a common extension, say
r € Q. Then (p,r) extends both (p,q1) and (p,g2). Hence A is not an antichain in P x Q.

Now assume that W is uncountable and using Lemma [23.8] choose a filter G on P such that B = GNW;
is uncountable. For each p € B, choose g, € Q such that (p,q,) € A. Put C ={q, : p€e B} CQ. If C is
countable, then for some p # p’ in B, ¢, = gy = ¢ so that (p,q) and (p’, ¢) are compatible members of A. If
C' is uncountable, then since Q is c.c.c., we can find distinct ¢, ¢’ € C such that ¢, ¢’ are compatible in Q.
Let p,p’ € B be such that ¢ = ¢, and ¢’ = ¢,. Then (p,q) and (p/,¢’) are compatible members of A. It
follows that A is not an antichain in P x Q.

O
Theorem 23.10. Assume MA,,. Then there is no Suslin line.

Proof. Suppose (L, <) is a Suslin line. Define a poset P as follows. p e Piff p = (a,b) = {zx € L:a <z < b}
for some a,b € L such that a < b. So P is the set of open intervals with end-points in L. Define the ordering
on P by inclusion: p < ¢ iff p C ¢. Note that P satisfies c.c.c. because there is no uncountable family of
pairwise disjoint intervals in (L, <). We'll show that P x P does not satisfy c.c.c. which contradicts Theorem
23.9] and completes the proof.

Inductively choose (aq,ba, o : @ < wi) in L such that the following hold.
(1) an < ba < cq

(2) For every 8 < «, bg is not <-between a, and cq
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To see that this can be done, suppose (ag,bg,cs : B < «) have been chosen. Since B, = {bg: f < a} is a
countable subset of L, it is not dense in (L, <). So we can find an interval (a4, ¢s) in (L, <) disjoint with
B,,. Choose b, to be any point in (aq,cq).

Let A = {{(@a,ba), (basca)) : @ < w1}. We'll show that A is an uncountable antichain in P x P. Fix
a < f <wp and put Uy = (aq, ba) X (ba, co) and Ug = (ag, bg) x (bg, cg). Since bg & (aq, cq), either bg < aq
or or ¢ = bg. In either case, U, N Us = 0. It follows that A is an antichain in P x P. O]

24 Almost disjoint forcing
Definition 24.1. For a cardinal k, define [X]* ={Y C X : |Y| =k} and [X]<F" ={Y C X : |[Y]| < &}.

Definition 24.2 (Almost disjoint family). Two sets are almost disjoint iff their intersection is finite. We say
that F is an almost disjoint family iff F C [w]* and

(VA,B€ F)(A#B = |[ANB| <w)

Definition 24.3 (MAD family). Let F C [w]¥. We say that F is a MAD (maximal almost disjoint) family
iff F is an infinite mazimal almost disjoint family.

So if F is a MAD family iff it is an infinite almost disjoint family and for every Y € [w]“ \ F, FU{Y}
is not an almost disjoint family. We require F to be infinite to avoid finite maximal almost disjoint families
like {X,w \ X} where X is an infinite co-infinite subsets of w.

Note that, by Zorn’s lemma, every almost disjoint family is contained in a MAD family.
Lemma 24.4. There is an almost disjoint family F C [w]¥ such that |F| = c.

Proof. Let h : 2<“ — w be a one-one function. For each f:w — 2, define Ay = {h(f [ n):n <w}. Then it
is easy to see that F = {Ay : f : w — 2} is as required. O

Lemma 24.5. Suppose F C [w]¥ is an almost disjoint family and F = w. Then F is not a MAD family.

Proof. Let (A, : n < w) list F. Note that the union of every finite subfamily of F is a coinfinite subset of w.
Construct a strictly increasing sequence (k,, : n < w) such that k, € w\|J{Am : m <n}. Then {k, : n < w}
is almost disjoint with every member of F. O

It follows that the least cardinality of a MAD family is somewhere between w; and ¢. We’ll show that
under MA,, there is no MAD family of cardinality .

Definition 24.6. Suppose A C [w]¥. Define the poset P4 as follows.
(1) p e P iff p = (sp, Fp) where s, € [w]<* and F,, € [A]<¥
(2) p<qiff s Csp, and Fy C F, and for every A€ Fy, s, N A C sq.
Lemma 24.7. P4 is c.c.c.

Proof. Note that if s, = s,, then (s, U sq, F,, U F) is a common extension of p, q. Since [w]<“ is countable,

it follows that P 4 is c.c.c. O

Theorem 24.8. Assume MA,,. Let A,C C [w]* where |A| <k, |C| < k and for every Y € C and F € [A]<Y,
[Y\UF|=w. Then there exists X C w such that (VA € A)(|X NA| <w) and (VY € C)(|X NY|=w).

Proof. Let P =P 4 be as in Definition 24.6] For each Y € C and n < w, let

E,y={peP:3Fm>n)(mes,NY)}
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We claim that E,, y is dense in P. For suppose p € P. Note that, by assumption, Y\ |J F}, is infinite so
we can choose m € (Y \ |J F},) such that m > n. Then (s, U {m}, F,) is an extension of p in E,, y.

Next, observe that for each A € A, theset Dy ={p € P: A € s,} is dense in P. By MA,, there is a filter
G on P that meets each of the dense sets in

{En,y:n<w,Y€C}U{DA:A6A}

Put X = (J{s, : p € G}. We'll show that X is as required. Let A € A and choose p € Dy NG. So
A € F,. Hence for every extension ¢ < pin G, s4NA C s,,. It follows that X N A C s, and therefore X N A4 is
finite. Next suppose Y € C and suppose n < w. Choose p € GN E,, y. Let m > n be such that m € s, NY.
Then m € X NY. It follows that X NY is infinite. O

Corollary 24.9. Assume MA,. Let A C [w]¥ be an infinite almost disjoint family of cardinality < k. Then
A is not MAD.

Proof. Since A is infinite, for every F € [A]<¥, |w \ |J F| = w. So we can apply Theorem with C = {w}
to get X as in the conclusion over there. Then X is infinite and |X N A| < w for every A € A. It follows
that A is not MAD. ]

Corollary 24.10. Assume MA,. Then 2% =c.

Proof. By Lemma fix an almost disjoint family B C [w]* of cardinality k. For each A C B, note that
the hypotheses of Theorem are satisfied with C = B\ \A. So for each A C B, we can find X4 C w such
that (VA € A)(|X4NA| <w)and (VY € B\ A)(|X4NY| =w). It follows that the function A — X 4 is
one-one for A € P(B). Hence 2" = |P(B)| < |P(w)| = ¢. As & is infinite, 2% > ¢. So 2" = . O

Corollary 24.11. Assume MA. Then ¢ is reqular.

Proof. Tt suffices to show that for every x < ¢, cf(¢) > k. So fix £ < ¢ infinite. Then, by Corollary [24.10
2" = ¢. By Corollary cf(2%) > k. Hence cf(c) > k. O
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