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Progressive Censoring

- Put $n$ items on test.
- Prefix $m$, $R_1, \ldots, R_m$, such that
  \[ R_1 + \ldots + R_m + m = n \]
- At the $i$-th failure time say $X_{i:n}$ remove $R_i$ items from the remaining items.
- Stop the experiment at $X_{m:n}$. 
1st failure remove \( R_1 \)
2nd failure remove \( R_2 \)
m-th failure remove \( R_m \)

0 \( X_{1:n} \) \( X_{2:n} \) \( X_{m:n} \)
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No Conjugate Priors Exist

Assume the Shape and Scale Parameters have Independent Gamma Priors

Approximate Bayes Estimates (Lindleys’ Approximations)

Posterior is Log-Concave

Posterior is Approximated

Bayes Estimates and Credible Intervals are Obtained Using MCMC
Posterior Density Function, Approximate Posterior Density Function and the Generated MCMC Samples
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What is an Optimal Censoring Plan?

For fixed $m$ and $n$, the choice of $R_1, \ldots, R_m$ which provides the maximum Information regarding the unknown parameters.

What is the meaning of Information?

Trace or Determinant of the Fisher Information matrix. Not Scale Invariant.
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What is an Optimal Censoring Plan?

For fixed $m$ and $n$, the choice of $R_1, \ldots, R_m$ which provides the maximum *Information* regarding the unknown parameters.

What is the meaning of *Information*?

Trace or Determinant of the Fisher Information matrix.

Not Scale Invariant.

The variance of the $p$-th percentile estimator.

Criterion depends on $p$. 
Frequentist Approach:

Criterion 1:

\[ C_1(P) = f(V(P) \ln T_p) \]

Criterion 2:

\[ C_2(P) = R_1^0 V(C(P)) \ln T_p dW(p) \]

\[ = R_1^0 V(C(P)) \ln T_p dW(p) \]
Frequentist Approach:

\[
C_1(P) = f_V(P)(\ln T_p)g_f_V(C)(\ln T_p)g_p
\]

\[
C_2(P) = R_1^0 V(P)(\ln T_p)dW(p)R_1^0 V(C)(\ln T_p)dW(p)
\]
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Frequentist Approach:

Criterion 1:

\[ C_1(P) = \frac{\left\{ V(P)(\ln T_p) \right\} }{\left\{ V(C)(\ln T_p) \right\}} , \]

Criterion 2:

\[ C_2(P) = \frac{\int_0^1 V(P)(\ln T_p) dW(p) }{\int_0^1 V(C)(\ln T_p) dW(p) } , \]
INFORMATION MEASURES

Bayesian Approach

Criterion 1:

\[ C_1(P) = \mathbb{E}_{\text{data}} \mathbb{f}_{\text{posterior}}(P) \ln \mathbb{T}_{\text{p}} \]

Criterion 2:

\[ C_2(P) = \mathbb{E}_{\text{data}} \mathbb{R}_{10} \mathbb{V}_{\text{posterior}}(P) \ln \mathbb{T}_{\text{p}} \]
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- Bayesian Approach
- Criterion 1:

\[
C_1(P) = \frac{E_{\text{data}} \{ V_{\text{posterior}}(P) (\ln T_p) \}}{E_{\text{data}} \{ V_{\text{posterior}}(C) (\ln T_p) \}},
\]

- Criterion 2:

\[
C_2(P) = \frac{E_{\text{data}} \int_0^1 V_{\text{posterior}}(P) (\ln T_p) dW(p)}{E_{\text{data}} \int_0^1 V_{\text{posterior}}(C) (\ln T_p) dW(p)},
\]
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