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Genesis of the Model

Gompertz (1825, Phil. Trans. Roy. Soc. Lon.) used the following distribution function to represent mortality growth

\[ G(t) = \left(1 - \rho e^{-\lambda t} \right)^{\alpha} \quad t > \frac{1}{\lambda} \ln \rho. \]

Ahuja and Nash (1967, Sankhya A) also used this model and some related model for growth curve mortality.

Gupta and Kundu (1999, ANZJS) consider a special case of this model

\[ F(x; \alpha, \lambda) = \left(1 - e^{-\lambda x} \right)^{\alpha}; \quad x > 0. \]

This is a special case of the exponentiated Weibull model proposed by Mudholkar and his co-workers (1995, Technometrics)
Model Description

Here $\alpha$ is the shape and $\lambda$ is the scale parameter. It has different shapes of the density function

$$f(x; \alpha, \lambda) = \alpha \lambda \left(1 - e^{-x\lambda}\right)^{\alpha-1} e^{-x\lambda}; \quad x > 0.$$  

It has different shapes of the hazard functions

$$h(x; \alpha, \lambda) = \frac{f(x; \alpha, \lambda)}{1 - F(x; \alpha, \lambda)} = \frac{\alpha \lambda \left(1 - e^{-\lambda x}\right)^{\alpha-1} e^{-\lambda x}}{1 - (1 - e^{-\lambda x})^\alpha}; \quad x > 0.$$
PHYSICAL INTERPRETATIONS

A parallel system is a system where the system works if at least one of the components works

If the shape parameter $\alpha$ is an integer it represents the life time of a parallel system when each component follows exponential distribution

![Diagram of a parallel system]
Shapes of the Different Density Functions

Since $\lambda$ is the scale parameter we take $\lambda = 1$
Shapes of the Different Hazard Functions

Since $\lambda$ is the scale parameter we take $\lambda = 1$
COMPARISONS WITH GAMMA AND WEIBULL DISTRIBUTIONS

DENSITY FUNCTIONS

- **Shape parameter = 1** all are equal to exponential distribution
- **Shape parameter > 1**, all are unimodal
- **Shape parameter < 1**, all are decreasing functions

Hazard Functions

- **Shape parameter = 1** all have constant hazard functions
- **Shape parameter > 1**, all are increasing functions
- **Shape parameter < 1**, all are decreasing functions
CLOSER LOOK AT THE HAZARD FUNCTIONS

<table>
<thead>
<tr>
<th>Shape-Parameter</th>
<th>Gamma</th>
<th>Weibull</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>&gt; 1</td>
<td>0↑1</td>
<td>0↑∞</td>
<td>0↑1</td>
</tr>
<tr>
<td>&lt; 1</td>
<td>∞↓1</td>
<td>∞↓0</td>
<td>∞↓1</td>
</tr>
</tbody>
</table>

GE is more closer to the gamma distribution rather than the Weibull distribution in this respect.
# Ordering Relations in Terms of the Shape Parameter

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>HAZ</th>
<th>ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Weibull</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>GE</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>
Moments

Moment generating Function ($\lambda = 1$).

$$M(t) = \frac{\Gamma(\alpha + 1)\Gamma(1 - t)}{\Gamma(\alpha - t + 1)} \quad (t < 1).$$

$$E(X) = \psi(\alpha + 1) - \psi(1), \quad V(X) = \psi'(1) - \psi'(|\alpha + 1|).$$

Stochastic representation

$$X \overset{d}{=} \sum_{j=1}^{[\alpha]} \frac{Y_j}{j + \lceil \alpha \rceil} + Z$$

Here $[\alpha]$ is the integer part of $\alpha$ and $\lceil \alpha \rceil$ is the fractional part of $\alpha$. $Y_j$’s are i.i.d. exponential with mean 1 and $Z$ follows GE with shape parameter $\lceil \alpha \rceil$.

$$E(X) = \sum_{i=1}^{n} \frac{1}{i}, \quad V(X) = \sum_{i=1}^{n} \frac{1}{i^2}.$$
**Sum of n i.i.d GE Distribution**

If $X_1, \ldots, X_n$ are $n$ i.i.d. $GE(\alpha)$, then the density function of $X = \sum_{i=1}^{n} X_i$ is

$$f_X(x) = \sum_{j=0}^{\infty} c_j f_{GE}(x; n\alpha + j)$$

Here

$$c_j > 0 \quad \sum_{i=1}^{n} c_j = 1.$$  

If we approximate it by $M$ terms, i.e.

$$f_X(x) \approx \sum_{j=0}^{M-1} c_j f_{GE}(x; n\alpha + j),$$

then the error due to approximations is bounded by

$$\left(1 - \sum_{j=0}^{M-1} c_j\right) g(x),$$

explicit expression of $g$ is available.
Estimation

The problem is to estimate the unknown parameters from a random sample of size $n$.

- The family of the GED satisfy all the regularity conditions

- The MLEs work quite well if $\alpha$ is not very close to 0

- Fixed point type iterative process can be used to solve the non-linear equation

- If $\alpha$ is close to 0, the iterative process takes longer time to converge

- Other estimators like Moment Estimators, L-Moment estimators, Percentile Estimators, Least Squares Estimators, BLUE have been tried
If one of the parameters is known

- If the scale parameter is known then the MLE of the shape parameter can be obtained in explicit form.

- If the shape parameter is known then the MLEs of the scale parameter can be obtained by solving a non-linear equation.

- Other estimators also can be obtained accordingly.
TESTING AND CONFIDENCE INTERVALS

- LRT can be used for testing purposes if both are unknown

- If $\lambda$ is known it is an exponential family, then the UMP or UMPU test exists for testing the shape parameter

- If $\alpha$ is known then testing the scale parameter LRT can be used

- If both the parameters are unknown then asymptotic confidence intervals can be used for constructing confidence intervals

- If $\lambda$ is known then exact confidence intervals based on $\chi^2$ distribution is available
Closeness with Other Distributions

For certain ranges of the shape and scale parameters the distribution function of the GE distribution can be very close to the corresponding distribution functions of Weibull, gamma and log-normal distributions.
The distribution function of $GE(12.9)$ and $LN(0.3807482, 2.9508672)$
Disadvantage: It is very difficult to distinguish between the two models. Selecting the correct model for small sample sizes becomes almost impossible.

Advantage: Log-normal distribution function or gamma distribution function can be approximated very well by GE
WE CAN GENERATE APPROXIMATE RANDOM SAMPLES OF LOG-NORMAL (IMPLIES NORMAL ALSO) AND GAMMA DISTRIBUTIONS USING GE

A VERY CONVENIENT APPROXIMATION OF THE STANDARD NORMAL DISTRIBUTION FUNCTION CAN BE USED AS

$$
\Phi(z) \approx \left(1 - e^{-e^{z\sigma + \mu}}\right)^{12.9}
$$

WHERE

$$
\sigma = 0.3807482 \quad \mu = 1.0820991
$$

IN THIS CASE THE ERROR OF APPROXIMATION IS LESS THAN 0.0003.
Generation of $N(0,1)$

Using the approximation, approximate $N(0,1)$ can be easily generated.

Generation of Gamma($\alpha$)

Consider the Gamma distribution with the following density function

$$f_{GA}(x; \alpha) = \frac{1}{\Gamma(\alpha)} x^{\alpha-1} e^{-x}; \quad x > 0$$

It can be shown that for $0 < \alpha < 1$

$$f_{GA}(x; \alpha) \leq \frac{2^\alpha}{\Gamma(\alpha + 1)} f_{GE}(x; \alpha, \frac{1}{2})$$

Using the inequality and by Acceptance-Rejection method Gamma random numbers can be generated.
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