MTH 515a: Inference-II
Assignment No. 2: Location and Scale Invariant Estimation

1. Let X;,..., X, be a random sample from N(6, ¢2) distribution, where § € R = © is
unknown and o is a known positive constant. Consider estimation of # under the
loss function

LO,a)=W(a—-0), ac A=0,0 €0,

where W : R — R is some convex function with W(t) = W(—t),Vt € R. Show that
do(X) = X is the MRIE under additive group of transformations.

2. Let Xy,..., X, be a random sample from a population with Lebesgue p.d.f.

fulz) = { \/ge_%($_9)2, if £ >0
7 = )

0, ifx <6

where f# € R = © is unknown. Find the MRIE of § under the additive group of
transformations and the squared error loss function.

3. Let X1,..., X, beiid. E(#,0y) random variables with common p.d.f.

_ ie_%, ifx >0
ﬁ@%_{& itr <6’

where 0 € R = © is unknown and oy > 0 is known. Consider estimation of 6 under
the loss function

L(8,a) = Iy x)(|0 —al),0,a € O,

where ¢ > 0 is a given constant. Find the MRIE of # under the additive group of
transformations.

4. Let Xy,...,X, beiid. U(# — % 60+ 1) random variables, where § € R = O is
unknown. Find the MRIE of # under the additive group of transformations and the
loss function L(0,a) = W(a — 0), a,0 € ©, where W (-) is convex and even.

5. Let Xi,...,X, be iid. DE(#,0) (Double Exponential) random variables with

common p.d.f.
1 _lz—sl
folz) = —e 70, —o0o <z < 00,
00

where § € R = O is unknown and oy, > 0 is known. Under the squared error loss
function and additive group of transformations, find the MRIE of 6.

6. Let Xi,...,X, be iid. N(6,02) random variables, where § € R = O is unknown
and o9 > 0 is known. Let the loss function be
_f ala—0), if0<a
Lw””‘{ﬁw—@,ﬁeza’
where o and [ are positive constants. Find the MRIE of # under the additive group
of transformations.



10.

11.

12.

13.

Let 6y be a location invariant estimator of #. Under the squared error loss function
show that &y is MRIE iff §y is unbiased and Ey(do(X)U(X)) = 0,V0 € R = O, for
any function U(-) satisfying U(xy + ¢,...,x, +¢) = U(z1,...,2,), Vc € Rz €
R"™, Vary(U) < oo and Ey(U(X)) =0,V0 € O.

Let X1,..., X, be a random sample from N(0, §?) distribution, where # € © = R, ,
is unknown. Consider estimation of 8", = 1, 2, under the scaled squared error loss
function L(0,a) = (& —1)?, a,0 € ©. Find the MRIE of 6 under the multiplicative
group of transformation.

Let Xi,..., X, be iid. E(0,60) random variables with unknown scale parameter
0 € Ry, = (0,00)0. Consider the scale goup of transformations.

(a) Find the MRIE of # under the loss function L(6,a) = |5 — 1|, § > 0,a > 0;

(b) Find the MRIE of # under the loss function L(f,a) = (§ — 1)*, § > 0,a > 0;

(¢) Find the MRIE of 6? under the loss function L(6,a) = (5 —1)%, # > 0,a > 0.

Let Xi,..., X, be a random sample from U(0,#) distribution with unknown 6 €
O = R, .. Find the MRIE of # under the multiplicative group of transformations
and the scaled absolute error loss function L(0,a) = |5 — 1, a,0 € ©.

Let X4,..., X, be arandom sample from the Pareto distribution with the Lebesgue
p.d.f.
aec« .
o zatio if ¢ Z 0
fa(x)_{ 0, ifrx<g’
where 6 € R, is unknown and a > 2 is known. Find the MRIE of 6 under the
multiplicative group of transformations and the scaled squared error loss function

L(f,a) = (2 —1)% 0,0 €.

Let Xi,...,X,, be a random sample from N(6,1) distribution and let Y7,...,Y,
be a random sample from N(6s, 1) distribution, where the two sample are mutually
independent and § = (0;,0,) € R? = O is unknown. Consider the problem of
estimating n = 0;—0y under the loss function L(6,a) = W(a—n), a e R=A, § € O,
where W (t) is, even, convex and non-monotone function. Find a suitable group of
transformations under which the given Estimation/decision problem is invariant.
Also find the best invariant decision rule.

Let Xi,...,X,, be a random sample from E(0, #;) distribution (exponential distri-
bution with mean ;) and let Y3,...,Y, be a random sample from E(0, ;) distri-
bution, where the two sample are mutually independent and § = (6;,6,) € R% =
(0,00) x (0,00) = © is unknown. Consider the problem of estimating n = % under
the loss function L(0,a) = (§ —1)%, a € Ry = A, § € ©. Find a suitable group of
transformations under which the given estimation problem is invariant. Also find
the best invariant estimator.



