Second order adjoint sensitivities for fluorescence optical tomography based on the $SP_N$ approximation
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Use of second order sensitivity information has been shown in the literature to yield faster convergence, better noise tolerance and localisation besides enhanced post-reconstruction analysis capabilities. In this paper we derive adjoint based second-order derivatives for $SP_N$ approximation modeled fluorescence optical tomography. We modify the regularizing Levenberg-Marquardt method to use the second-order sensitivity information through a predictor-corrector framework. Reconstruction studies presented for the fluorophore absorption coefficient in low as well as high scattering tissue-mimicking phantoms in both, ideal and differential fluorophore-uptake settings show consistently superior noise tolerance and contrast recovery with the second order scheme as compared to its first-order counterpart. © 2019 Optical Society of America
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1. INTRODUCTION

The inverse problem in optical tomography, to recover an optical parameter $\phi$, is often cast as a residual minimisation problem, or a model-fitting problem involving a non-linear system of equations. The central idea in derivative based approaches to solve this problem is to model the residual (or the cost function) in terms of its first order (FO) or second order (SO) Taylor series approximation about the current iterate $p(k)$. Several works in the literature make use of the FO derivative [1–3] or at most approximations to the SO derivative [4]. Two reasons are often cited in support of the general reluctance in using SO derivatives. The first is that close to the solution, the small residual approximation [5] or the assumption of mild non-linearity [3, 6] can be used which renders the contribution of the higher order terms negligible. The second is that the evaluation of the SO derivatives is computationally expensive.

However, studies in the literature [7–9] suggest that there may be more to gain by dropping the mild non-linearity and small residual assumptions. Convergence issues related to the use of FO derivative based schemes in such scenarios are well established in the literature [3, 7, 10]. When the initial guess is not too close to the actual solution, the contributions from the second order terms are significant, especially in the initial iterates when the residual is large [8]. Previous works have shown that the use of the SO derivative or approximations to it, offers several advantages in the solution of the inverse problem, namely, faster convergence [4, 9, 11], better contrast recovery [8], and in some cases better reconstructions [4, 9, 12]. In [4], Klose and Hielsher demonstrate that the Quasi Newton (QN) schemes exhibit early convergence as compared to the Conjugate Gradient (CG) method using FO derivatives. For the fluorescence diffuse optical tomography problem, Roy and Muraca [7] demonstrate the use of a truncated Newton scheme. They directly compute the required Hessian-vector products using a finite difference scheme over the gradient. A second order scheme for solving the inverse problem using a predictor-corrector approach, developed by Hettlich and Rundell [4] (referred to as the second degree method by the authors, and also by us in the rest of the text), has been used by Kanmani and Vasu [8] in a non-linear CG framework, which afforded better contrast recovery of the absorption coefficient in the diffusion optical tomography problem. In [11], Kress and Lee observe that this second degree method allows flexibility in choice of initial guess as well as the regularisation parameter in an inverse obstacle scattering problem.

The second degree method of Hettlich and Rundell in essence attempts to improve on the FO predicted update by making use of the SO information in the corrector. A similar idea has been proposed by Transtrum and Setna in [5] to improve the performance of the Levenberg-Marquardt scheme in certain situations. They prescribe a SO correction for the FO update which significantly improves the success rate and fit quality in the broad class of optimisation problems studied by them. In a more recent work, Gould et al [13] describe a higher order method which makes use of SO derivatives of the residual for solving non-
linear least squares problems. They observe that the higher order scheme is more robust in terms of the choice of initial guess and requires fewer function evaluations on average in the test cases considered by them. While these studies suggest that considerable gains may be afforded by use of SO schemes in the reconstruction problem, the chief impediment to their use is the computational effort required to evaluate the SO derivatives. The development of a computationally efficient scheme for evaluation of the exact SO derivatives, thus, has potential to improve the quality of reconstructions in optical tomography through facilitating the use of full Newton type schemes. In addition, the availability of the SO sensitivities, makes it feasible to perform numerical post-reconstruction analysis to check the iterates for convergence [14].

The main contributions of the present paper are (i) the explicit evaluation of the SO adjoint sensitivities of exiting partial current for the $SP_N$ approximation modeling fluorescent radiation transfer, and (ii) demonstration of the efficacy of using a regularizing Levenberg-Marquardt method modified to use SO sensitivity information through a predictor-corrector framework, to solve the fully non-linear fluorescence optical tomography (FOT) inverse problem.

For a tomographic problem with $N_d$ detectors, $N_s$ sources and $N_p$ parameters, the evaluation of the FO and SO sensitivity requires $O(N_p N_d)$ and $O((N_p N_d)^2/2)$ large scale computations (forward solves) respectively using a finite difference scheme. The FO sensitivity can be efficiently computed by using adjoints with only $O(N_d + N_s)$ large scale computations (forward + adjoint solves) [15, 16]. This is useful when $N_p$ is much larger than the total number of measurements $N_d N_s$. One approach to evaluate the SO sensitivity is to compute it as the first difference of the FO adjoint sensitivity at the additional cost of $O(N_p (N_d + N_s))$ computations. This scheme is particularly amenable to evaluation of Hessian-vector products [7]. An alternate approach amenable to parallelization is to evaluate the SO sensitivity directly using an adjoint based scheme; this is the focus of the present work.

Adjoint based schemes have been popularly used in the evaluation of the FO sensitivities ([1, 15, 16] and references therein). In the field of reactor physics a framework for the SO adjoint perturbation theory has been developed by Greenspan [17] for time-independent and by Gilli et al [18] for time-dependent problems. Using a scheme similar to [18], SO adjoint sensitivities have also been presented by Kanmani and Vasu [8] for the elastic scattering problem under the diffusion approximation (DA). A general theory for development of SO adjoint sensitivity for large-scale linear systems with mixed boundary conditions is presented by Cacuci in [19]. In this scheme, the SO sensitivity is defined as the first variation of the FO sensitivity. Two additional adjoints are then defined that allow the efficient computation of the SO sensitivity at the cost of $O(N_p (N_d + N_s))$ large scale computations.

We use the scheme developed by Cacuci [19] to derive an explicit expression for the SO adjoint sensitivities. While SO adjoint sensitivities have been derived in earlier works relevant to the elastic scattering problem under the DA [8, 20], to the best of our knowledge, no such works exist for the FOT problem under the $SP_N$ approximation. Besides the forward model employed, our scheme differs from that of Kanmani and Vasu [8] in the nature of the adjoints employed, since the parameter variations on the boundary are accounted for in our work, while they are neglected in [8]. The $SP_3$ approximation has wider applicability than the more popular DA and requires minimal increase in computation over it [21]. It is also computationally less demanding than solving the full radiative transfer equation and its higher order approximations while being more accurate than the DA [21]. In [22], Lu et al have demonstrated that the $SP_N$ approximation is better suited than the DA for the linearised problem in FOT. Considerable reduction in the computational time has been demonstrated with a vectorized implementation of the adjoint scheme for evaluating the FO sensitivities in [15, 16]. Vectorization in MATLAB refers to the process of modifying loops in the code to use matrix and vector operations efficiently. Since MATLAB is optimised for using matrices, an appropriate vectorization strategy can lead to considerable speedup in implementation time. In our work, vectorized implementations for global FEM matrix assembly as well as FO adjoint sensitivity computations as proposed in [15], are used to speed up the SO adjoint sensitivity computations wherever possible; albeit at the cost of memory.

To exhibit the feasibility of using the evaluated sensitivities, we consider the FOT inverse problem to reconstruct the fluorophore absorption coefficient in the medium. We use a regularizing Levenberg-Marquardt (LM) method [23, 24, 16] modified to make use of the second derivative information through the predictor-corrector approach of Hettich and Rundell [9]. We contrast the reconstructions so obtained with a scheme using a conventional first-derivative based regularizing LM method. Numerical results are presented for phantoms in low scattering and high scattering settings for noiseless and noisy data sets with both ideal (no background fluorescence) and differential (with background fluorescence) uptake of fluorophore. Validation of the adjoint-based SO sensitivities with respect to finite differences for the elastic scattering problem in optical tomography has been reported by us earlier in [25].

This manuscript is structured as follows, in section 2 we describe the forward model used. A detailed derivation of the SO adjoint sensitivity for the FOT Problem is presented in section 3. The finite element method calculations and vectorized implementation are given in section 4. We briefly describe the inverse problem and discuss the numerical studies in section 5 and section 6 has the conclusions. The appendix contains the details of the FEM calculations for the additional adjoint sources used in our formulation.

2. THE SP3 APPROXIMATION

The $SP_3$ approximation to the coupled radiative transfer equation modeling the generation and propagation of fluorescent radiation is given in matrix form as [16]:

\[
- \nabla \cdot C^V \nabla \phi + C \phi = 0 \quad (1)
\]

\[
C^V (n \cdot \nabla \phi) + C^b \phi = C^S \quad (2)
\]

where

\[
C^V = \begin{pmatrix}
C_{xx} & 0 \\
0 & C_{mm}
\end{pmatrix}, \quad C = \begin{pmatrix}
C^x & 0 \\
0 & C^m
\end{pmatrix}, \quad C^b = \begin{pmatrix}
C^b_{xx} & 0 \\
0 & C^b_{mm}
\end{pmatrix}, \quad C^S = \begin{pmatrix}
C^S & 0 \\
0 & C^S
\end{pmatrix}
\]

\[
C^{Vb} = \begin{pmatrix}
C^{Vb}_{xx} & 0 \\
0 & C^{Vb}_{mm}
\end{pmatrix}, \quad n \cdot \nabla \phi = \frac{\phi_x}{\sqrt{\phi}} \frac{\partial}{\partial x} + \frac{\phi_m}{\sqrt{\phi}} \frac{\partial}{\partial m} \nabla = \begin{pmatrix}
\nabla_x \\
0
\end{pmatrix}, \quad \phi = [\phi^x, \phi^m]^T, \quad n = \text{diag}([h, h])
\]
Here \( \chi, m \) denote quantities at excitation and emission wavelength respectively. \( \phi^x/m = [\phi_1^x/m, \phi_2^x/m]^T \) denotes the composite moments of radiance [21]. The \( 2 \times 2 \) coefficient matrices depend on the modal frequency of the source \( \omega \) (Hz) as well as the optical properties of the medium and fluorophore namely the intrinsic absorption coefficient \( \mu^x/m \) (cm\(^{-1}\)), the scattering coefficient \( \mu_s^x/m \) (cm\(^{-1}\)), the fluorescence absorption coefficient \( \mu^x/m \) (cm\(^{-1}\)), the fluorescent yield \( \eta \), the fluorescence lifetime \( \tau \) (ns), the anisotropy factor \( g \) and the refractive index of the medium \( n_m \) and are defined as,

\[
C^\nabla x/m = \begin{pmatrix} \frac{1}{3\mu^x/m} & 0 \\ 0 & \frac{1}{\beta} \end{pmatrix} C^\nabla bx/m = \begin{pmatrix} \frac{1}{\mu_s^x/m} - \frac{D_1}{D_2} & \frac{1}{\mu^x/m} - \frac{D_1}{D_2} \\ \frac{1}{\mu^x/m} - \frac{D_1}{D_2} & \frac{1}{\mu_s^x/m} - \frac{D_1}{D_2} \end{pmatrix}
\]

The term \( \mu^x/m \) at excitation is evaluated as

\[
\int_{\Omega} \nabla \times |\nabla \| \partial \alpha \gamma d\Omega = \int_{\Omega\cap 0} S(r, \Omega)/5|\nabla \|^3 - 3|\nabla \| d\Omega
\]

The measurement at the \( j \)th detector is defined as the exiting partial current \( j^+ \), and is expressed in terms of the composite moments as

\[
j^+(r_j) = C^l \phi - C^\nabla l(n \cdot \nabla \phi) = C^l(r_j)\phi|_{r_j}
\]

The \( C^l \) and \( C^\nabla l \) are defined as

\[
\int_{\Omega\cap 0} S(r, \Omega)/5|\nabla \|^3 - 3|\nabla \| d\Omega
\]

The \( C^l \) and \( C^\nabla l \) are defined as

\[
\partial \alpha \gamma d\Omega = \int_{\Omega\cap 0} S(r, \Omega)/5|\nabla \|^3 - 3|\nabla \| d\Omega
\]

**3. EVALUATION OF THE SECOND ORDER ADJOINT SENSITIVITY**

In the present work we use the method described by Cacuci [19] to derive the SO adjoint sensitivities. We begin by briefly summarising the derivation of the analytical FO sensitivity from our earlier work [16]. The SO sensitivity is defined as a perturbation of the FO adjoint sensitivity. Adjoint variables \( \Theta \) and \( \Lambda \) are then appropriately defined to obtain an analytical expression for the SO adjoint sensitivity.

**A. The first order adjoint sensitivity**

Let \( p_i \) denote an optical property such as \( (\mu_1^x, \mu_2^x, \mu_s^x, \sigma, \ldots) \). From 3, we see that the exiting partial current \( j^+ \) is a function of \( (p_i, \phi) \). Therefore, the first variation of the measurement when the optical parameter \( p_i \) is perturbed is given by

\[
\delta j^+ = \frac{\partial (\tilde{C}^l(\phi))}{\partial p_i} \delta p_i + \frac{\partial (\tilde{C}^l(\phi))}{\partial \phi} \delta \phi = \tilde{C}^l \delta \phi
\]

where \( \delta \phi = \delta p_i [p_i, \delta p_i] \). Here, we neglect the variation of the parameter value at the detector location.

The relationship between the variation in parameter value \( \delta p_i \) and the variation in fluence \( \delta \phi \) is obtained from 1 and 2 as the first order perturbation equation [16],

\[
- \nabla \cdot C^\nabla \nabla \delta \phi + C^\nabla \delta \phi = \nabla \cdot \frac{\partial C^\nabla}{\partial p_i} \delta p_i - \frac{\partial C^\nabla}{\partial \phi} \delta \phi \tag{5}
\]

and the perturbed boundary condition,

\[
C^\nabla b (n \cdot \nabla \delta \phi) + C^\nabla \delta \phi = - \frac{\partial C^\nabla b}{\partial p_i} \delta p_i (n \cdot \nabla \phi) \tag{6}
\]

We now define an adjoint \( \Psi \equiv \begin{pmatrix} \psi_x^x \psi_x^m \\ \psi_m^x \psi_m^m \end{pmatrix} \) with \( \Psi^{\alpha \gamma} = \begin{pmatrix} \psi_1^\alpha \\ \psi_2^\alpha \end{pmatrix}, (\alpha, \gamma = x/m) \), through the adjoint equation,

\[
- \nabla \cdot (C^\nabla T \nabla \Psi + C^T \Psi = C^R_{\text{int}} \tag{7}
\]

with adjoint boundary conditions

\[
(C^\nabla)T (n \cdot \nabla \Psi) + (C^b)T \Psi = C^R_{\text{bd}} \tag{8}
\]

where \( C^b = \text{diag}[c_{bx}c_{bam}] \) and \( C^b_{bx} = C^v_{bx}c_{bam} \) are the composite moments of the adjoint field analogously to \( \phi_3^x, \sigma \). As pointed by Fedele et al [15], since the radiance at emission does not affect that at excitation, the component \( \Psi^{mx} = 0 \). \( \psi_1^x \) and \( \psi_2^x \) are as yet undefined adjoint sources in the interior and on the boundary respectively.

We now operate on the perturbation equation 5 with \( \int_{V} \Psi^T (\cdot) dV \),

\[
\int_{V} \Psi^T \left( - \nabla \cdot C^\nabla \nabla \phi + C^\nabla \phi \right) dV
\]

Using integration by parts twice, we get

\[
\int_{V} \Psi^T \left( - \nabla \cdot (C^\nabla)T \nabla \Psi + C^T \Psi \right) dV
\]

\[
\int_{V} \Psi^T \left( - \nabla \cdot \frac{\partial C^\nabla}{\partial p_i} \nabla \phi - \frac{\partial C^\nabla}{\partial \phi} \phi \right) dV \tag{9}
\]

Using integration by parts twice, we get

\[
\int_{V} \Psi^T \left( - \nabla \cdot (C^\nabla)T \nabla \Psi + C^T \Psi \right) dV
\]

\[
- \int_{\partial V} \left( \Psi^T C^\nabla (n \cdot \nabla \phi) \right) + \left( (C^\nabla)T (n \cdot \nabla \phi) \right) d\sigma
\]

\[
\int_{V} \Psi^T \left( - \nabla \cdot \frac{\partial C^\nabla}{\partial p_i} \nabla \phi - \frac{\partial C^\nabla}{\partial \phi} \phi \right) dV \tag{10}
\]
We use the forward (eq. 2) and perturbed boundary conditions (eq. 6) to simplify the above expression to,

\[
\int_V \left( -\nabla \cdot (C^V)^T \nabla \psi + C^T \psi \right)^T \delta \phi dV
- \int_{\partial V} (C^V)^T (n \cdot \nabla \psi) + (C^b)^T \psi \delta \phi d\sigma
= \int_V \Psi^T \nabla \left( \frac{\partial C^V}{\partial p_i} \nabla \phi - \frac{\partial C}{\partial p_i} \phi \right) \delta p_i dV
+ \int_{\partial V} \Psi^T C_i \nabla b \delta p_i \phi d\sigma
\]

with \( C_i \nabla b = \text{diag} \left( [C_{ibx}, C_{ibp}] \right) \) and \( C_i \nabla b_{x/m} = C_i \nabla x (C_i \nabla b_{x/m}) - 1 \frac{\partial C^{b_{x/m}}}{\partial p_i} (C_i \nabla b_{x/m}) - 1 C_i \nabla b_{x/m} \).

In order to obtain the adjoint sensitivity w.r.t the exiting partial current, we set in 7 and 8

\[
C_{ix} = 0 \quad \text{and} \quad C_{bx} = \left( \nabla (r_j) \right)^T \delta (r - r_j)
\]

Using 7 and 8, with the adjoint sources as defined above in 12, we can now write an expression for FO partial sensitivity as,

\[
\begin{align*}
\delta j_i^x &= \int_V \Psi^T \left( \nabla \cdot \frac{\partial C^V}{\partial p_i} \nabla \phi - \frac{\partial C}{\partial p_i} \phi \right) \delta p_i dV \\
&\quad + \int_{\partial V} \Psi^T C_i \nabla b \delta p_i \phi d\sigma
\end{align*}
\]

\[
\equiv I_i \delta p_i = \left( I_i^x \right)^T \delta p_i
\]

where

\[
I_i^x = \int_V (\Psi^x)^T \nabla \left( \frac{\partial C^x}{\partial p_i} \right) \nabla \phi dV
- \int_V (\Psi^x)^T \frac{\partial C^x}{\partial p_i} \phi dV + \int_{\partial V} (\Psi^x)^T C_i \nabla b \phi d\sigma
\]

with \( \Psi^x = \begin{pmatrix} \Psi_{xx} \\ 0 \end{pmatrix} \) and \( \Psi^m = \begin{pmatrix} \Psi_{xm} \\ \Psi_{mm} \end{pmatrix} \).

Since the adjoint \( \Psi \) depends on the nominal value \( p_i \) but not on the perturbation \( \delta p_i \), the set of equations 7 and 8 need to be solved only once to evaluate all the partial sensitivities, \( I_i \).

**B. Second order adjoint sensitivity**

We will now proceed to apply the method of adjoints to derive the \((i,j)^{th}\) component, \( \frac{\partial \delta I_{x/m}^j}{\partial p_i} \), of the SO sensitivity. The analytical FO sensitivity \( I_{x/m}^j \) can be viewed as a functional of \((\phi, p_i, \Psi^{x/m})\).

We can write the first variation of \( I_{x/m}^j \) w.r.t perturbation of the optical parameter \( p_j \) as

\[
\delta I_{x/m}^j = \frac{\partial I_{x/m}^j}{\partial p_j} \delta p_j + \frac{\partial I_{x/m}^j}{\partial \phi x} \delta \phi x + \frac{\partial I_{x/m}^j}{\partial \phi m} \delta \phi m
\]

\[
= \left( I_{x/m}^{(x)} \right)^T \delta p_j + \left( I_{x/m}^{(m)} \right)^T \delta \phi
\]

where \( \delta \phi \equiv \delta \phi [p_j, \delta p_j] \), \( \delta \Psi \equiv \delta \Psi [p_j, \delta p_j] \). The first term in the summation can be directly obtained by taking the derivatives of the relevant coefficient matrices in eq. 15, as

\[
\frac{\partial I_{x/m}^j}{\partial p_j} = \left. \int_V \left( \Psi^{x/m} \right)^T \nabla \cdot \left( \frac{\partial^2 C^{x/m}}{\partial p_i \partial p_j} \nabla \phi \right) dV \\
+ \int_{\partial V} \left( \Psi^{x/m} \right)^T \frac{\partial^2 C_{xb}}{\partial p_i \partial p_j} \phi d\sigma
\]

We discuss the evaluation of the partial variations w.r.t \( \phi \) and \( \Psi^{x/m} \) below.

**B.1. Variation with respect to \( \phi \)**

We define adjoint \( \Theta = [\Theta^x, \Theta^m] \), with \( \Theta^x = \begin{pmatrix} \Theta_{xx} \\ 0 \end{pmatrix}, \Theta^m = \begin{pmatrix} \Theta_{xm} \\ \Theta_{mm} \end{pmatrix} \), and \( \Theta^{x,y} = \begin{pmatrix} \Theta_{xx}^{x,y} \\ \Theta_{mm}^{x,y} \end{pmatrix} \), \((x, y = x/m)\), through the adjoint equations

\[
- \nabla \cdot (C^V)^T \nabla \Theta_i + C^T \Theta_i = S_\theta
\]

with adjoint boundary conditions

\[
(C^V)^T (n \cdot \nabla \Theta_i) + C^{b_{x/m}} \Theta_i = 0
\]

We set the source \( S_\theta = \text{diag} \left( \begin{pmatrix} \frac{\partial \phi}{\partial \phi} \phi \quad \frac{\partial \phi}{\partial \phi} \phi \end{pmatrix} \right) \delta (r - r_u) \).

This enables us to pick out the variation of \( I_{x/m}^j \) w.r.t \( \phi \) at a point \( r_u \) in the domain.

To obtain the source strengths \( \frac{\partial I_{x/m}^j}{\partial \phi} \), we use integration by parts on the first term in 15, and rearrange the terms to obtain \( I_{x/m}^j \) in an alternate form as,

\[
I_{x/m}^j = \int_V \left( \nabla \cdot \left( \frac{\partial C^{x/m}}{\partial p_i} \right) \nabla \Psi^{x/m} - \frac{\partial C^x}{\partial p_i} \Psi_{x/m} \right)^T \phi dV
- \int_{\partial V} \left( \frac{\partial C^x}{\partial p_i} \right)^T (n \cdot \nabla \Psi^{x/m}) \phi d\sigma
+ \int_{\partial V} \left( C_i \nabla b_{x/m} \frac{\partial C^{x/m}}{\partial p_i} (C_i \nabla b_{x/m})^{-1} C^b \right)^T \Psi^{x/m} \phi d\sigma
\]

We can now write,

\[
\frac{\partial I_{x/m}^j}{\partial \phi} = \int_V \left( \nabla \cdot \left( \frac{\partial C^{x/m}}{\partial p_i} \right) \nabla \Psi^{x/m} \right) dV
- \int_{\partial V} \left( \frac{\partial C^x}{\partial p_i} \right)^T \frac{\partial C^{x/m}}{\partial p_i} (n \cdot \nabla \Psi^{x/m}) d\sigma
+ \int_{\partial V} C_i \nabla b_{x/m} \frac{\partial C^{x/m}}{\partial p_i} (C_i \nabla b_{x/m})^{-1} C^b \Psi^{x/m} d\sigma
\]

We now operate on the perturbation eq. 5 corresponding to parameter \( p_j \), with \( F_V (\Theta)^T (\cdot) dV \),

\[
\int_V (\Theta)^T \left( - \nabla \cdot C^V \nabla \phi + C^b \phi \right) dV
= \int_V (\Theta)^T \left( \nabla \cdot \frac{\partial C^V}{\partial p_j} \phi - \frac{\partial C}{\partial p_j} \phi \right) \delta p_i dV
\]

As with the evaluation of \( \delta I_{x/m}^j \), we work through this equation using integration by parts and use the definition of the adjoint.
(eq. 19 and eq. 20) along with the perturbed boundary condition (eq. 6), to obtain

\[
\left( \frac{\partial \Phi^T}{\partial x^2} \delta \phi^T \right)_j = \int_V (\Theta_j^T \nabla \cdot \frac{\partial C}{\partial \phi_p}) \delta \phi^T \nabla dV - \int_V (\Theta_j^T \nabla \cdot \frac{\partial C}{\partial \phi_p}) \delta \phi^T dV + \int_{\partial V} (\Theta_j^T C_j^{vb}) \phi d\sigma \tag{24}
\]

Note: \( \frac{\partial J}{\partial \phi p} = 0 \)

Similarly by operating on 5 with \( \int_V (\Theta_i^m)^T (\cdot) dV \) and simplifying we can write

\[
\left( \frac{\partial \Phi^T}{\partial x^2} \delta \phi^T \right)_j = \int_V (\Theta_i^m)^T (\cdot) dV \phi_p d\sigma + \int_V (\Theta_i^m)^T (\cdot) dV \phi_p dV \tag{25}
\]

**B.2. Variation with respect to \( \Psi \)**

As with the forward problem, we can map the change in parameter value, \( \delta \phi_p \), to the change in the adjoint field, \( \delta \Psi^T / m \), through the perturbation of the adjoint system of equations 7, 8

\[
- \nabla (\frac{\partial C}{\partial \phi_p}) \cdot \nabla \Psi^T / m + C \nabla \frac{\partial C}{\partial \phi_p} \Psi^T / m = \nabla \cdot \left( \frac{\partial C}{\partial \phi_p} \right)^T \delta \phi_p \nabla \Psi^T / m - \frac{\partial C^T}{\partial \phi_p} \delta \phi_p \Psi^T / m \tag{26}
\]

and the corresponding perturbed boundary conditions

\[
(\frac{\partial C}{\partial \phi_p}) (n \cdot \nabla \Psi^T / m) + \frac{(\partial C)}{\partial \phi_p} (n \cdot \nabla \Psi^T / m) = - \nabla \cdot (\frac{\partial C}{\partial \phi_p}) \delta \phi_p \nabla \Psi^T / m \tag{27}
\]

We now define another set of adjoints \( \Lambda = \begin{pmatrix} \Lambda^x & \Lambda^m \end{pmatrix} \), satisfying

\[
- \nabla \cdot C \nabla \Lambda_i + C \Lambda_i = S_{\Lambda} \tag{28}
\]

with boundary conditions

\[
C^{vb} (n \cdot \nabla \Lambda_i) + C^b \Lambda_i = 0 \tag{29}
\]

Analogous to the adjoint source \( S_{\Lambda} \), we define the adjoint source \( S_{\Lambda} = \text{diag} \left( \left( \frac{\partial \Lambda^T}{\partial \phi_p}, \frac{\partial \Lambda^m}{\partial \phi_p} \right) \right) \delta (r - r_u) \), with the source strength

\[
\frac{\partial \Psi^T / m}{\partial (\Psi^T / m)} = \int_V \left( \nabla \cdot \left( \frac{\partial C}{\partial \phi_p} \right)^T \delta \phi_p \nabla \Psi^T / m \right) dV + \int_{\partial V} C^{vb} \phi d\sigma \tag{30}
\]

We note that, operating on the adjoint perturbation equation 26 with \( \int_V (\cdot)^T (\Lambda_i) dV \) instead of \( \int_V (\Lambda_i)^T \) dV, as in the previous cases, allows us to directly obtain the partial sensitivity in the form of \( \int_V \Psi^T (\cdot \Lambda) dV \) as opposed to \( \int_V \Lambda_i (\cdot \Psi^T) dV \). We thus obtain,

\[
\int_V \left( - \nabla \cdot \left( \frac{\partial C}{\partial \phi_p} \nabla \Psi^T / m + C \nabla \frac{\partial C}{\partial \phi_p} \Psi^T / m \right) \right)^T \Lambda_i dV
\]

\[
= \int_V \left( \nabla \cdot \left( \frac{\partial C}{\partial \phi_p} \right)^T \nabla \Psi^T / m - \frac{\partial C^T}{\partial \phi_p} \Psi^T / m \right)^T \delta \phi_p \Lambda_i dV \tag{31}
\]

As in the previous cases, this can be simplified by using integration by parts and the perturbed boundary condition (eq. 27) along with the definition of the adjoints in eq. 28 and eq. 29 to obtain

\[
\left( \frac{\partial \Psi^T / m}{\partial (\Psi^T / m)} \right)^T = \int_V \left( \Phi^{vb} \right)^T \left( \frac{\partial C}{\partial \phi_p} \right)^T \delta \phi_p \Lambda_i dV
\]

\[
- \int_V (\Psi^T / m)^T \frac{\partial C}{\partial \phi_p} \delta \phi_p \Lambda_i dV
\]

\[
- \int_{\partial V} (\Psi^T / m)^T \left( \frac{\partial C}{\partial \phi_p} \right)^T \Lambda_i dV \tag{32}
\]

**B.3. An expression for the second order adjoint sensitivity**

Using the partial variations derived in B.1 and B.2 along with the direct term evaluated in eq. 18, we can now write the \((i, j)^{th}\) component of the SO sensitivity as

\[
H^{x / y}_{ij} = \int_V (\Psi^T / m)^T \left( \nabla \cdot \frac{\partial^2 C}{\partial \phi_p \partial \phi_j} \nabla \phi \right) dV
\]

\[
+ \int_{\partial V} (\Psi^T / m)^T \nabla \phi \frac{\partial C}{\partial \phi_j} \phi d\sigma
\]

\[
- \int_V (\Psi^T / m)^T \nabla \phi \frac{\partial C}{\partial \phi_j} \phi dV + \int_{\partial V} (\Theta_i^m)^T C_j^{vb} \phi d\sigma
\]

\[
+ \int_V (\Psi^T / m)^T \left( \nabla \cdot \frac{\partial C}{\partial \phi_j} \nabla \Lambda_i - \frac{\partial C^T}{\partial \phi_j} \Lambda_i \right) dV
\]

\[
- \int_{\partial V} (\Psi^T / m)^T \left( \frac{\partial C}{\partial \phi_j} \nabla \Lambda_i - \frac{\partial C^T}{\partial \phi_j} \Lambda_i \right) dV \tag{33}
\]

**4. FINITE ELEMENT FORMULATION**

The domain of interest \( V \), with boundary \( \partial V \), is discretised into a structured grid with \( N_a \) nodes and \( N_c \) triangular elements with the local basis function \( N^T \equiv [N_1, N_2, N_3] \) where \( N_i \) denote the standard 2D linear shape functions. The Galerkin finite element method (GFEM), which employs the trial function \( N^T \), is then used to solve the forward and adjoint problems. The forward and adjoint composite quantities are approximated as

\[
\begin{bmatrix}
\text{u} \\
\text{u}_\approx \end{bmatrix} = \begin{bmatrix}
N^T & 0 \\
0 & N^T \\
\end{bmatrix} \begin{bmatrix}
\text{u}_1 \\
\text{u}_2 \\
\end{bmatrix} \tag{34}
\]

where \( \text{u} = \phi^T / m, \Psi^T / m, \Phi^{vb}, \Lambda^T / m \) and \([\cdot]\) denote nodal quantities. The optical parameters, and hence the coefficient matrices, are considered piece-wise constant over the elements.

The weighted residual form of the system of equations 1 and 2 can be written in block format as [16],

\[
\begin{pmatrix}
[A] & [A] \\
[A] & [A] \\
\end{pmatrix} \begin{bmatrix}
\text{u}_1 \\
\text{u}_2 \\
\end{bmatrix} = \begin{bmatrix}
[S_1] \\
[S_2] \\
\end{bmatrix} \tag{35}
\]

\[
\begin{bmatrix}
\text{u}_1 \\
\text{u}_2 \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{u}_1 \\
\text{u}_2 \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix}
\]
where
\[ A_{v/m} = \int_{V} \left( \left( \nabla N^T \right) C^{\nabla x/m} \left[ \nabla N \right] + \left[ N^T \right] C^{\psi/m} \left[ N \right] \right) dV \]
\[ - \int_{\partial V} \left[ N^T \right] C^{\nabla x/m} \left( C^{\psi x/m} \right)^{-1} C^{\psi x/m} \left[ N^T \right] d\sigma \]  
\[ A_{0} = \int_{V} \left[ N^T \right] C^\theta \left[ N \right] dV \]
\[ S_{i}^{F} = Q \left[ N \left( r_{j} \right) \right] \]  
\[ C^{\psi x} \]  
\[ \left( C^{\psi x} \right)^{-1} \]

The excitation source is modeled as a point source at \( r_{s} \) with strength \( J \).

As with the forward problem, we can write the block matrix form for the weighted residual of the adjoint system of equations 7 and 8 as [16],
\[ \left[ A \right]^T \left[ \Psi \right] = \left[ S_{\Psi} \right] \]
with \( \left[ S_{\Psi} \right] = \text{diag} \left( \left[ S_{\Psi}^{F}, S_{\Psi}^{W} \right] \right) \) and
\[ \left[ S_{\Psi}^{F/m} \right] = \left[ N \left( r_{j} \right) \right] ^T \left( \hat{C}^{\nabla x/m} \right)^T \]

The finite element form for the sensitivity \( f_{i}^{x/m} \) can then be written as [16]
\[ \begin{bmatrix} [f_{i}^{x}] \\
[f_{i}^{m}] \end{bmatrix} = \begin{bmatrix} \left[ \Psi_{xx} \right] & \left[ \Psi_{xm} \right] \\
0 & \left[ \Psi_{mm} \right] \end{bmatrix}^T \begin{bmatrix} \left[ \delta A_{x} \right] & 0 \\
-\left[ \delta A_{\beta} \right] & \left[ \delta A_{m} \right] \end{bmatrix} \begin{bmatrix} \left[ \phi_{i}^{x} \right] \\
\left[ \phi_{i}^{m} \right] \end{bmatrix} \]
\[ \left[ \Psi \right] \]
\[ \left[ \delta A \right] \]

where
\[ \delta A_{x/m} = - \int_{V} \left( \nabla \left[ N^T \right] \frac{\partial C^{\nabla x/m}}{\partial p_{i}} \nabla \left[ N \right] dV + \left[ N^T \right] \frac{\partial C^{\psi x/m}}{\partial p_{i}} \left[ N \right] \right) dV \]
\[ + \int_{\partial V} \left[ N^T \right] \left( C^{\psi x/m} \right) \frac{\partial C^{\psi x/m}}{\partial p_{i}} \left( C^{\psi x/m} \right)^{-1} C^{\psi x/m} \left[ N^T \right] d\sigma \]
\[ \delta A_{0} = \int_{V} \left[ N^T \right] \frac{\partial C^\theta}{\partial p_{i}} \left[ N \right] dV \]

We note that the adjoint operator defining \( \Theta \) (resp. \( \Lambda \)) is the same as that defining \( \Psi \) (resp. \( \phi \)). Thus, we can write
\[ \left[ A \right]^T \left[ \Theta \right] = \left[ S_{\Theta} \right] \]
and
\[ \left[ A \right]^T \left[ \Lambda \right] = \left[ S_{\Lambda} \right] \]
where \( \left[ \Theta \right] = \left[ \left[ \Theta_{i}^{T} \right] \left[ \Theta^{m} \right] \right] \), \( \left[ \Lambda \right] = \left[ \left[ \Lambda_{i}^{T} \right] \left[ \Lambda^{m} \right] \right] \) and \( \left[ \Theta \right] = \text{diag} \left( \left( S_{\Theta}^{F}, S_{\Theta}^{W} \right) \right) \) with
\[ \left[ S_{\Theta}^{F/m} \right] = \left[ \delta A_{i} \right]^T \left[ \Psi_{i/m} \right] \]
and
\[ \left[ S_{\Lambda} \right] = \left[ \delta A \right] \left[ \phi \right] \]

A detailed derivation of these adjoint sources is presented in the appendix.

For the SP3 approximation the \( \ell \)th column of the sources \( S_{\Theta}^{x/m} \) and \( S_{\Lambda}^{x/m} \) is of length \( 2N_{\psi} \), with non-zero entries only at rows corresponding to the \( \ell \)th element. Since \( S_{\Theta}^{x/m} \), \( S_{\Lambda}^{x/m} \) depend on \( \Psi \) and \( \phi \) respectively, in addition to the perturbed quantities, to obtain the elemental SO sensitivity they are defined as 3D matrices of size \( 2N_{\psi} \times N_{\psi} \times N_{\phi} \) and \( 2N_{\psi} \times N_{\phi} \times N_{\phi} \) respectively. The adjoints \( \Theta_{i} \) and \( \Lambda_{i} \) need to be solved only once to compute SO sensitivity w.r.t \( p_{i} \). The computational solution of the system of equations 44 and 45 can be easily parallelised over the adjoint source vectors by simultaneously computing \( \left[ \Theta \right] \) (resp. \( \left[ \Lambda \right] \)) either for all the detectors (resp. sources) or elements depending on the computational resources available. This allows for a faster implementation of the SO sensitivities as compared to that using a finite difference scheme over the FO adjoint Jacobians, since the total overhead associated with distributing the task over multiple processors is lower with the SO adjoint scheme.

Applying the GFEM to eq. 33, we can write,
\[ [H_{ij}] = \left[ \Psi \right]^T \left[ \delta A \right] \left[ \phi \right] + \left[ \Theta \right]^T \left[ \delta A \right] \left[ \phi \right] + \left[ \Psi \right]^T \left[ \delta A^{T} \right] \left[ \Lambda \right] \]
where
\[ \delta A = - \int_{V} \nabla \left[ N^T \right] \frac{\partial C^{\Psi x/m}}{\partial p_{i}} \nabla \left[ N \right] dV \]
\[ - \int_{\partial V} \left[ N^T \right] \left( \frac{\partial C^{\Psi x/m}}{\partial p_{i}} \left( C^{\Psi x/m} \right)^{-1} C^{\Psi x/m} \right) \left[ N^T \right] d\sigma \]
\[ \delta \Lambda = - \int_{V} \nabla \nabla \left[ N^T \right] \frac{\partial C^{\Psi x/m}}{\partial p_{i}} \nabla \left[ N \right] dV - \int_{\partial V} \nabla \left[ N^T \right] \frac{\partial C^{\psi x/m}}{\partial p_{i}} \left[ N \right] d\sigma \]

Vectorized global FEM matrix assembly
In the SP3 approximation, a generic global FEM matrix \( G \) (contribution of \( A_{i}/J_{i/m} \) of size \( 2N_{\psi} \times 2N_{\phi} \) can be decomposed into four global FEM sub-matrices \( G_{ij} \) of size \( N_{\psi} \times N_{\phi} \) (corresponding to the \( i, j \)th component-block of the C-type coefficient matrices). Each of these sub-matrices can be assembled using the following pseudo-code:
\[ L = \text{repmat} (C^{\ast} \left( i, j, \cdot \right), 3, 3) \ast K \]
\[ G_{ij} = \text{sparse} \left( I_{V}, J_{0}, L_{i}, N_{i}, N_{j} \right) \]

Note: We use MATLAB’s notation for matrix repetition (‘repmat’), creation of sparse matrix (‘sparse’), elementwise product (‘\( \ast \)’) and matrix slicing (‘\( \cdot \)’).

‘\( C^{\ast} \)’ denotes any of the \( 2 \times 2 \times N \), C-type coefficient matrices and ‘\( K \)’ denotes the \( 3 \times 3 \times N \), 2-D counterpart of the K-type kernel matrices defined in [15]. The index vectors \( I_{V}, J_{0} \) are 2-D analogues of those described in [15]. For example, each global FEM sub-matrix corresponding to \( A_{i} \) can be generated using the pseudo-code in Code-box 1. The index vectors \( I_{i}, J_{0} \) are 2-D analogues of those described in [15].

Vectorization of global FEM matrix-field products
In the course of evaluating the SO adjoint sensitivity, we come across products of analytical derivatives with field vectors \( \left( \left[ \psi, \phi, \Lambda_{i}, \Theta_{i} \right] \right) \) at several instances of the type
\[ T = \left[ \delta G \right] \left[ u \right] \]

The matrix \( \delta G \) is built from terms of the type \( \frac{\partial C}{\partial p_{i}} \), and evaluating the product ‘\( T \)’ in a conventional loop-based implementation would require looping over all the elements (or all the nodes for a nodal basis implementation). This computation is sped up by a vectorized implementation. For example, we can compute the matrix-field product \( \left[ \delta A_{i} \right] \left[ u \right] \) using the pseudo-code in Code-box 2. Here \( D = 3 \) (resp. \( 4 \)) for 2-dimensional (resp. 3-dimensional) and \( u^{r} = [u_{x}^{r}, u_{y}^{r}]^{T} \) with \( u_{x}^{r}, D \times N_{e} \) matrix with
This code is then looped over the number of sources / detectors for such an implementation. Instead, vectorization of FEM computations is used to compute the product \([v]^T[T]\) with \([v] = [\Theta], [\Lambda]\) as described in the pseudo-code in Code-box 3:

\[
N_e \text{ is the vector of nodes corresponding to element } e_i.
\]

This code is then looped over the sources (resp. detectors) for \(v = \Lambda (\text{resp. } \Theta)\).

We summarize the numerical evaluation of the SO sensitivities (48) as:

**Evaluation of SO adjoint sensitivity**

1. Step 1: Assemble \(A_{x/m/\beta}\) as in pseudo-code in Code-box 1.
2. Step 2: Solve for \(\phi, \Psi\) using eqs. 35 and 39 resp.
3. Step 3: Evaluate \(S_{\Theta}^{x/m}, S_{\Lambda}^{x/m}\) as in eqs. 46 and 47 resp. using pseudo-code in Code-box 2.
4. Step 4: For each detector (resp. source) evaluate \(\Theta_i (\text{resp. } \Lambda_i)\) using eq 44 (resp. 45).
5. Step 5: For each source-detector pair,
   - Step 5a: Use vectorization of sensitivity computations as in 54 to evaluate \(\delta G_1 = [\Psi]^T[\delta_x A][\phi]\)
   - Step 5b: Compute \(\delta G_2 = [\Theta]^T[\delta_x A][\phi] \text{ and } \delta G_3 = [\Psi]^T[\delta_x A][\Lambda]\) using pseudo-code in Code-box 3.
   - Step 5c: Put together \(H_{ij} = \text{diag}[\delta G_1] + \delta G_2 + \delta G_3\).

5. **NUMERICAL STUDIES**

A. **Phantom description**

We present numerical investigations on a square domain of size 2 × 2 cm with 10 detectors located along each edge at a spacing of 0.2 cm. Measurements are taken on all sides for each source of strength 1mW modulated at 100MHz located at the centre of each edge. Each dataset consists of 160 complex measurements. The simulations are performed on MATLAB with a system powered by a 6-core Intel Xeon(R) processor with 64 GB RAM. The optical properties of the medium and the fluorophore for the high scattering \((\mu_a << \mu_s')\) and low scattering \((\mu_a \approx \mu_s')\) phantoms...
Considered are listed in Table 1. In each case, the phantom consists of two circular inhomogeneities embedded in the medium, of radius 0.2 cm each, centered at (−0.5, 0) cm and (0.5, 0) cm with different values of μ_s. We present numerical results for ideal (i.e., no background fluorescence) and differential uptake of fluorophore wherein the background μ_s is taken to be (1/50) times the value of the inhomogeneity with higher μ_s.

B. Validation of the second order sensitivity

To demonstrate the accuracy and efficacy of the current scheme, we present comparisons for the SO sensitivity \( \frac{\partial^2 j^i}{\partial \mu_s^i} \) evaluated using the adjoint scheme with that evaluated using the finite difference scheme (with perturbation δμ_s) over the adjoint Jacobians,

\[
H_{FD} = \left( \frac{\partial j^i}{\partial \mu_s^i} (\mu_s^i + \delta \mu_s^i) - \frac{\partial j^i}{\partial \mu_s^i} (\mu_s^i) \right) \quad (55)
\]

For the validation study, the optical parameters are taken as that of Phantom 1 described in Table 1. Two circular inhomogeneities of radius 0.2 cm are embedded in the medium at (0.5, 0) and (-0.5, 0) with μ_s = 0.006 cm\(^{-1}\). We use a single excitation source located at (-1, 0) modulated at 100 MHz and consider 10 detectors on the same edge as the source. In figure 1, we plot the real (left) and imaginary (right) components of the SO sensitivity using both the schemes for variation in parameter values at the locations p1 = (0, 0), p2 = (-0.5, 0.1), p3 = (0.5, 0), p4 = (1, 0.6). The points p2, p3 lie within the circular inclusions. The plot pij corresponds to \( \frac{\partial^2 j^i}{\partial \mu_s^i} (p_j) \). The evaluated SO sensitivities with both the schemes are in close agreement with a mean difference of the \( O(10^{-15}) \) between both evaluations. For a single source-detector pair, the adjoint scheme takes 160 seconds to compute the \( N_s \times N_r \) SO sensitivity matrix while the finite difference scheme takes 2000 seconds. This substantial speedup in the computation time makes it feasible to use the SO sensitivities in the solution of tomographic inverse problems. A similar comparison has been presented for the elastic scattering problem for the evaluation of the SO sensitivities \( \frac{\partial^2 j^i}{\partial \mu_s^i} \) in our earlier work [25].

Fig. 1. The real (left) and imaginary (right) component of the SO sensitivity for adjoint based (‘A’) and finite difference ‘F’ schemes.

C. Reconstruction studies

We consider the non-linear inverse problem, to reconstruct the fluorophore absorption coefficient μ_s in the medium. All other optical properties as well as the background fluorescence are assumed known. Given measurements \( j^{x/m} \), we define the cost function as

\[
\zeta(p) = \frac{1}{2} ||R(p)||^2 = \frac{1}{2} ||R_1, R_2, \cdots R_{N_r}||^2 \quad (56)
\]

where the residual vector for the \( i^{th} \) source is \( R_i = [r_{1,i}, r_{2,i}, \cdots r_{N_r,i}]^T \), with

\[
r_{i,j} \equiv r_{i,j}(p, r_j) = j^{x/m}_{meas}(r_j) - j^{x/m}(p, r_j) \quad (57)
\]

We solve this problem using the second degree scheme of Hettlich and Rundell [9], implemented within the framework of the regularising Levenberg-Marquardt method [16, 23, 24].

The update vector \( s_k \), at the \( k^{th} \) iterate, is evaluated using a predictor-corrector approach wherein, first a predictor \( s_k \) is generated by solving the set of equations

\[
\left( (T^k)^T J^k + \lambda^k L^T L \right) s_k = -(T^k)^T R^k \quad (58)
\]

where \( T^k, R^k \) denote the \( N_s \times M \) Jacobian matrix and \( M \times 1 \) residual vector, \( N_r \) being the total number of elements and \( M \) the total number of measurements. \( \Lambda^k \) is the Levenberg-Marquardt parameter. The matrix ‘\( L^T \)’ is the graph Laplacian of the spatial discretisation scheme as in [2].

We then define a matrix \( T^k \equiv \left[ T^k_1, T^k_2, \cdots T^k_M \right]^T \), where the \( T^k_i \)s are evaluated as

\[
T^k_i = f^k + (s^k)^T H^k_i \quad (59)
\]

\( j^{k,i}, H^{k,i} \) denote the respective components of the Jacobian and the Hessian corresponding to the \( i^{th} \) measurement. The corrected update vector \( s_k \) is then computed by solving

\[
\left( (T^k)^T T^k + \lambda^k L^T L \right) s_k = -(T^k)^T R^k \quad (60)
\]

Though it is possible to use different values of \( \lambda^k \) in the predictor (eq. 58) and corrector (eq. 60), we choose to use the same \( \lambda^k \) in our implementation. For the test cases considered in our work, we froze the SO sensitivity, \( H_i \), at the first iterate as also done in earlier works [8, 9].

The implementation of the FO regularising Levenberg-Marquardt scheme involves only the predictor step given by eq. 58 i.e. the update vector \( s_k = s_k \).

For the phantoms considered, reasonable reconstructions were obtained till SNR’s of about 25dB, and we present results for noiseless data, and noisy data with SNR 25dB. We threshold the reconstructed values at \( 0.2 \max(\mu_{s,rec}^{act}) \).

To qualify the reconstructions, we use two metrics (i) the correlation coefficient \( r_c \) and (ii) the deviation factor defined as [4]

\[
r_c = \frac{\sum_{i=1}^{N_r} (\mu_{s,rec}^{x,rec} - \mu_{s,act}^{x,act})(\mu_{s,act}^{x,act} - \mu_{s,act}^{x,act})}{(N_r - 1)\Delta \mu_{s,act}^{x,rec} \Delta \mu_{s,act}^{x,act}} \quad (61)
\]

\[
r_d = \sqrt{\frac{\sum_{i=1}^{N_r} (\mu_{s,act}^{x,act} - \mu_{s,act}^{x,act})^2}{\Delta \mu_{s,act}^{x,rec} \Delta \mu_{s,act}^{x,act}}^2} \quad (62)
\]

Here \( \mu_{s,act}^{x,rec} \), \( \mu_{s,act}^{x,act} \) are the mean values and \( \Delta \mu_{s,act}^{x,rec}, \Delta \mu_{s,act}^{x,act} \) are the standard deviations of the reconstructed and original spatial
Table 1. Description of the optical properties of the medium and fluorophore for both phantoms. The subscripts \( i / f \) denote quantities related to the background/fluorophore and the superscripts \( x / m \) indicate quantities at excitation/emission wavelength respectively.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>( \mu^x_{ai} )</th>
<th>( \mu^x_{af} )</th>
<th>( \mu^m_{ai} )</th>
<th>( \mu^m_{af} )</th>
<th>( \mu_s^x )</th>
<th>( \mu_s^m )</th>
<th>( \eta_f )</th>
<th>( \tau_f (\text{ns}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.031</td>
<td>0.006</td>
<td>0.7987( \mu^x_{ai} )</td>
<td>0.0846( \mu^x_{af} )</td>
<td>54.75</td>
<td>0.732( \mu_s^x )</td>
<td>0.016</td>
<td>0.56</td>
</tr>
<tr>
<td>2</td>
<td>0.45</td>
<td>0.087</td>
<td>0.45</td>
<td>0.043( \mu^x_{af} )</td>
<td>10.0</td>
<td>10.0</td>
<td>0.019</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 2. Error measures for the First order (FO) and Second order (SO) reconstruction schemes. For respective sets \( A, S \), the letters \( I, D \) distinguish ideal and differential uptake cases with noiseless (N0) and noisy data with SNR 25dB(N1).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \rho_c )</th>
<th>( \rho_d )</th>
<th>( \rho^{x,act}_{af} )</th>
<th>( \rho^{x,rec}_{af} )</th>
<th>( \mu^x_{af} )</th>
<th>( \mu^x_{af} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FO SO</td>
<td>FO SO</td>
<td>FO SO</td>
<td>FO SO</td>
<td>FO SO</td>
<td>FO SO</td>
<td>FO SO</td>
</tr>
<tr>
<td>SI-N0</td>
<td>0.81</td>
<td>0.85</td>
<td>0.59</td>
<td>0.51</td>
<td>(.0045, .0056)</td>
<td>(.0056, .0065)</td>
</tr>
<tr>
<td>SI-N1</td>
<td>0.81</td>
<td>0.84</td>
<td>0.59</td>
<td>0.54</td>
<td>(.0042, .0054)</td>
<td>(.0048, .0063)</td>
</tr>
<tr>
<td>SD-N0</td>
<td>0.78</td>
<td>0.90</td>
<td>0.67</td>
<td>0.49</td>
<td>(.0899, 1524)</td>
<td>(.1364, 2259)</td>
</tr>
<tr>
<td>SD-N1</td>
<td>0.67</td>
<td>0.86</td>
<td>0.79</td>
<td>0.55</td>
<td>(.0638, 1132)</td>
<td>(.1260, 2266)</td>
</tr>
<tr>
<td>AI-N0</td>
<td>0.81</td>
<td>0.90</td>
<td>0.62</td>
<td>0.49</td>
<td>(.0333, 0507)</td>
<td>(.0426, 0624)</td>
</tr>
<tr>
<td>AI-N1</td>
<td>0.76</td>
<td>0.83</td>
<td>0.67</td>
<td>0.60</td>
<td>(.0306, 0489)</td>
<td>(.0353, 0531)</td>
</tr>
<tr>
<td>AD-N0</td>
<td>0.64</td>
<td>0.79</td>
<td>0.83</td>
<td>0.66</td>
<td>(.0158, 0270)</td>
<td>(.0271, 0449)</td>
</tr>
<tr>
<td>AD-N1</td>
<td>0.62</td>
<td>0.77</td>
<td>0.82</td>
<td>0.66</td>
<td>(.0142, 0312)</td>
<td>(.0226, 0517)</td>
</tr>
</tbody>
</table>

Parameter distributions in the region of interest, which we define as a rectangle of 2 × 1cm centered at the origin. A higher correlation coefficient and a lower deviation factor indicate a good match between the actual and reconstructed parameter values.

High scattering phantoms

In these phantoms, we use a homogenous initialisation of \( \mu^x_{af} = 0.01 \text{cm}^{-1} \) for the ideal uptake case, and of \( 0.006 \text{cm}^{-1} \) (which is the value of \( \mu^x_{af} \) of the background) for the differential uptake case for both the schemes. The optical parameter maps after thresholding are plotted for the FO and SO scheme in the left and right columns of Figure 2 respectively. The cross sections along \( y = 0 \) are plotted in Figures 4 (a-b). As is evident from the error metrics and the figures 2 (a-d), both the schemes perform at par for the ideal uptake case. In the differential uptake setting, the SO scheme performs distinctly better than the FO scheme in terms of both, the reconstructed parameter value and localisation (refer Table 2 and figure 2 (e-h)). The difference is particularly stark with the noisy data set SD-N1.

Low scattering phantoms

For this case we use a homogeneous initialisation of \( \mu^x_{af} = 0.01 \text{cm}^{-1} \) for the ideal uptake case, and \( \mu^x_{af} = 0.0017 \text{cm}^{-1} \) (which is the \( \mu^x_{af} \) value of the background) for the differential uptake case. In Figure 3 the reconstructed parameter maps are plotted for the FO scheme (left column) and the SO scheme (right column). In the low scattering setting, the SO scheme works better than the FO scheme for both ideal as well as differential uptake cases. For the differential uptake case the SO scheme clearly distinguishes better between the two objects. The cross sections along \( y = 0 \) for this set are plotted in Figure 4 (c,d).

Our numerical studies suggest that the SO scheme has a wider applicability than the FO scheme. It performs better than the FO scheme for the more realistic setting of differential uptake of fluorophore as well as for low-scattering test cases in addition to demonstrating better noise tolerance. A closer examination of the residuals, \( R^2 \), also revealed that the drop in the first few iterates is substantially larger with the SO than the FO scheme. The evaluation of the SO sensitivity was frozen at the initial guess in our work; however, using the updated SO sensitivities beyond the first iterate did not substantially improve the reconstructions for this problem.

6. CONCLUSIONS

We have presented an adjoint based scheme for the evaluation of SO sensitivities with respect to exiting partial current measurements at excitation and emission wavelength under the \( SP_3 \) approximation for the coupled equations modeling fluorescence radiation transfer. We also describe a vectorized implementation for the SO adjoint sensitivity computations. By appropriately redefining the coefficient matrices, this can be extended to arbitrary order \( N \) of the \( SP_N \) approximation. Validation of the derived SO sensitivities with respect to a finite difference scheme demonstrates the accuracy of the scheme as well as highlights the speed-up achieved using the same. This massive speed-up makes it feasible to explore exact SO derivative based reconstruction and analysis schemes for the inverse problem in fluorescence optical tomography.

We have demonstrated the use of the SO sensitivity, through a SO regularising Levenberg Marquardt scheme to reconstruct the fluorophore absorption coefficient in various types of phantoms and contrasted it with a FO scheme. The evaluation of the SO sensitivities is frozen at the initial guess enabling pre-computation of the SO sensitivities to allow faster reconstructions. It is observed that the SO scheme has wider applicabil-
Fig. 2. Reconstructions in high scattering setting for 1. Ideal uptake (a,b) data-set SI-N0, (c,d) data-set SI-N1, 2. Differential uptake (e,f) data set SD-N0, (g,h) data-set SD-N1. Reconstructions obtained using the first order (FO) scheme, and second order (SO) scheme are placed in the left and right columns respectively. The dashed red circles indicate the actual inhomogeneities.

Fig. 3. Reconstructions in low scattering setting for 1. Ideal uptake (a,b) data-set AI-N0, (c,d) data-set AI-N1, 2. Differential uptake (e,f) data set AD-N0, (g,h) data-set AD-N1. The reconstructions on the left are obtained using the first order (FO) scheme, while those on the right are obtained using the second order (SO) scheme. The dashed red circles indicate the actual inhomogeneity.
Fig. 4. Cross sectional plots along \( y = 0 \) for 1. High scattering setting (a,b) and 2. Low scattering setting (c,d). The left column plots the cross-sections for the ideal uptake cases (*I-N0/N1), while the right column plots the cross-sections for the differential uptake cases (*D-N0/N1).

7. APPENDIX

Applying the GFEM to 19, we can evaluate the components of the adjoint source \( S^{x/m}_{\partial} \) as

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \frac{\partial S}{\partial \phi} dV = [N(r_{0})]^{T} \frac{\partial (I^{x/m})}{\partial \phi} \tag{63}
\]

Using the definition of \( \frac{\partial (I^{x/m})}{\partial \phi} \) from eq. 21, we can write

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \nabla \cdot \frac{\partial C}{\partial p_{i}} \nabla [N] \psi^{x/m} dV
\]

\[
- \int_{V} [N]^{T} \frac{\partial C}{\partial p_{i}} [N] \psi^{x/m} dV
\]

\[
+ \int_{\partial \Omega_{w}} [N]^{T} \left[ C_{i} \nabla \psi_{i} - \frac{\partial C}{\partial p_{i}} (C^{x})^{-1} C_{i} \right] [N] \psi^{x/m} d\sigma \tag{64}
\]

Using integration by parts, this simplifies to,

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \nabla \cdot \frac{\partial C}{\partial p_{i}} \nabla [N] \psi^{x/m} dV
\]

\[
- \int_{V} [N]^{T} \frac{\partial C}{\partial p_{i}} [N] \psi^{x/m} dV
\]

\[
+ \int_{\partial \Omega_{w}} [N]^{T} \left[ C_{i} \nabla \psi_{i} - \frac{\partial C}{\partial p_{i}} (C^{x})^{-1} C_{i} \right] [N] \psi^{x/m} d\sigma \tag{65}
\]

Similarly, applying GFEM to 28, we can evaluate \( S^{x/m}_{\partial} \) as

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} S_{\psi/m} (r - r_{u}) \frac{\partial I^{x/m}}{\partial \psi^{x/m}} \tag{67}
\]

Using definition of \( \frac{\partial I^{x/m}}{\partial \psi^{x/m}} \) from 30, as with the expression above, we can derive,

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \nabla C^{x} \nabla [N] \psi^{x/m} dV
\]

\[
- \int_{V} [N]^{T} \frac{\partial C^{x}}{\partial p_{i}} [N] \psi^{x/m} dV
\]

\[
+ \int_{\partial \Omega_{w}} [N]^{T} \left[ C_{i} \nabla \psi_{i} - \frac{\partial C^{x}}{\partial p_{i}} (C^{x})^{-1} C_{i} \right] [N] \psi^{x/m} d\sigma \tag{68}
\]

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \nabla \cdot \frac{\partial C^{x}}{\partial p_{i}} \nabla [N] \psi^{x/m} dV
\]

\[
- \int_{V} [N]^{T} \frac{\partial C^{x}}{\partial p_{i}} [N] \psi^{x/m} dV
\]

\[
+ \int_{\partial \Omega_{w}} [N]^{T} C_{i} \nabla \psi_{i} [N] \psi^{x/m} d\sigma \tag{69}
\]

\[
[S^{x/m}_{\partial}] = \int_{V} [N]^{T} \nabla C^{x} \nabla [N] \psi^{x/m} dV
\]

\[
- \int_{V} [N]^{T} \frac{\partial C^{x}}{\partial p_{i}} [N] \psi^{x/m} dV
\]

\[
+ \int_{\partial \Omega_{w}} [N]^{T} C_{i} \nabla \psi_{i} [N] \psi^{x/m} d\sigma \tag{70}
\]

where \([\cdot]_{u}\) indicates the corresponding quantity relevant to the \( u^{th} \) element. We can thus write the sources \([S_{\partial}], [S_{\Lambda}]\) in block form as in eq.46 and eq. 47.
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