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Abstract

This paper considers the classical and inverse calibration estimators and discusses the consequences of departure from normality of errors on their bias and mean squared error properties when the errors in calibration process are small.
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1. Introduction

The problem of calibration in the linear regression analysis deals with the problem of determination of value of an independent variable corresponding to a given value of dependent variable. Generally, the direct or classical regression and inverse regression techniques are employed to obtain the calibration estimators. This has received attention in the literature from various aspects, e.g., Krutchkoff (1967, 1969) considered the classical and inverse calibration estimators and concluded through Monte-Carlo simulation that inverse calibration approach is better than classical calibration from a mean squared error point of view in the range of calibration and has larger mean squared error in extrapolation. Later,
Halperin (1970) (see also, Williams, 1969) concluded that classical calibration estimator is superior even inside the range of calibration. Krutchkoff (1971) again addressed the issue under Pitman closeness criterion and concluded through simulation for inverse calibration estimator to be still superior or equivalent to classical calibration estimator. The range where classical calibration estimator is superior, it is only mildly superior. Beside these debates over the superiority of classical and inverse calibration estimators, Tallis (1969) discussed about the aspect of theory of identifiability of mixtures of distribution whereas Pepper (1973) considered the problem of calibration in the light of random walk. The calibration problem in the Bayesian framework was considered by Dunsmore (1968), Williford et al. (1979), and, Hunter and Lamboy (1981). Later, Scheffé (1973) published a detailed work on calibration. The multivariate variant of calibration problem was considered by Friedland (1977), Brown (1982) with discussion and Brown and Sundberg (1987, 1989). Some other aspects of calibration problem are dealt in Berkson (1969), Minder and Whitney (1975), Aitchison (1977), Lwin and Maritz (1980), Lwin and Spiegelman (1986), and Misquitta and Ruymgaart (to appear).

The performance properties of the classical and inverse calibration estimators along with their modified and extended forms have been extensively investigated under the normality of errors; see, e.g., Osborne (1991) for an interesting review. Also, Brown (1993, Chapter 2) discusses the aspect of controlled calibration with classical and inverse calibration estimators but under the assumption of normal distribution of errors. What happens when the distribution of errors depart from normality has been treated neglectfully in the literature. This communication reports a modest effort in this direction. For example, Lwin and Spiegelman (1986) considered a carbon dating example under the assumption of normally distributed errors. If errors do not necessarily follow a normal distribution, then it is not clear from this example that how the efficiency properties are changed.

If a functional form of the distribution of errors is assumed, it may not be difficult to analyze the performance of calibration estimators but then the inferences drawn will be valid for that specific distribution and consequently no general prescription can be given to practitioners. Such is, however, not the case if we deal with the asymptotic properties of the calibration estimators. For this purpose, following Srivastava and Singh (1989), we employ the small error asymptotic theory. A distinguishing feature of the small error asymptotic theory is that it rests upon the assumption that errors in the calibration process are small which is reasonable as well as tenable because calibration experiments are usually conducted in a controlled environment and every precaution is exercised to reduce the errors as far as possible in a bid to accomplish a high quality level of the instrument. Clearly, an instrument giving imprecise and inaccurate results has little utility and many people will be unwilling to use it. Further, the small error asymptotic theory does not require the number of observations in the calibration process to be sufficiently large as is the case with the large sample asymptotic theory.

The organization of our presentation is as follows. In Section 2, we describe the framework and present the classical and inverse calibration estimators. Their bias properties are analyzed in Section 3 and the effect of departure from the normality of errors is studied. Similarly, their mean squared error properties are discussed in Section 4. An illustrative example is provided in Section 5 and some concluding remarks are offered in Section 6. Lastly, the Appendix provides proofs of theorems.
2. The calibration estimators

Let us consider a simple calibration experiment in which \( y_1, y_2, \ldots, y_n \) refer to the responses or readings on the instrument corresponding to \( n \) known values \( x_1, x_2, \ldots, x_n \). Further, let \( Y \) be the response or reading on the instrument corresponding to an unknown value \( X \).

Assuming the response relationship to be linear, we can write

\[
y_i = \alpha + \beta x_i + u_i \quad (i = 1, 2, \ldots, n), \tag{2.1}
\]
\[
Y = \alpha + \beta X + U, \tag{2.2}
\]

where \( \alpha \) is the intercept term, \( \beta \) is the slope parameter and \( u_1, u_2, \ldots, u_n, U \) are the errors.

Let us define

\[
\bar{x} = \frac{1}{n} \sum x_i, \quad s_x^2 = \frac{1}{n} \sum (x_i - \bar{x})^2, \]
\[
\bar{y} = \frac{1}{n} \sum y_i, \quad s_y^2 = \frac{1}{n} \sum (y_i - \bar{y})^2, \]
\[
s_{xy} = \frac{1}{n} \sum (x_i - \bar{x})(y_i - \bar{y}). \tag{2.3}
\]

For the statistical estimation of unknown \( X \), there are two approaches. One is the classical approach in which the regression line of \( y_i \) on \( x_i \) is used to formulate an estimator of \( X \):

\[
\hat{X}_C = \bar{x} + \frac{s_x^2}{s_{xy}} (Y - \bar{y}), \tag{2.4}
\]

which is the classical calibration estimator (CCE).

The other approach is based on inverse regression in which the regression line of \( x_i \) on \( y_i \) is utilized to formulate the following estimator of \( X \):

\[
\hat{X}_I = \bar{x} + \frac{s_{xy}}{s_y^2} (Y - \bar{y}), \tag{2.5}
\]

which is known as the inverse calibration estimator (ICE).

For analyzing the performance properties of the calibration estimators (2.4) and (2.5), we do not assume any specific distribution like the normality of errors in the regression model. All that is supposed is the finiteness of moments up to order four. Accordingly, let the first four moments of the independently and identically distributed errors \( u_1, u_2, \ldots, u_n, U \) be \( 0, \sigma^2, \sigma^3 \gamma_1 \) and \( \sigma^4(\gamma_2 + 3) \) so that the quantities \( \gamma_1 \) and \( \gamma_2 \) are the Pearson’s measures of skewness and kurtosis, respectively.

3. Comparison under bias criterion

Utilizing the small errors asymptotic theory, it is easy to see that both the calibration estimators \( \hat{X}_C \) and \( \hat{X}_I \) are consistent but generally biased. The asymptotic approximations
for the biases of $\hat{X}_C$ and $\hat{X}_I$ are obtained by Srivastava and Singh (1989) under the assumption that the errors follow a normal distribution. Their expressions, however, remain unaltered even when the distribution is not normal. We reproduce them for the sake of ready reference:

$$B(\hat{X}_C) = E(\hat{X}_C - X) = -\frac{\sigma^2 d}{n \beta^2 s_x}, \quad (3.1)$$

$$B(\hat{X}_I) = E(\hat{X}_I - X) = \frac{\sigma^2 d(n - 3)}{n \beta^2 s_x}, \quad (3.2)$$

to order $O(\sigma^2)$ where

$$d = \left(\frac{\bar{x} - X}{s_x}\right). \quad (3.3)$$

As $n = 2$ is the trivial case in which the two regression lines coincide, we restrict our attention to $n > 2$. If $n = 3$, we observe from (3.2) that the ICE is almost or nearly unbiased in the sense that bias to the order of our approximation vanishes. If $n > 3$, both CCE and ICE are biased but in opposite directions. However, the CCE has smaller magnitude of bias in comparison to the ICE when $n$ is greater than 4.

In order to study the effect of non-normal error distributions, we need to consider the higher order approximations.

**Theorem 3.1.** If the error distribution is asymmetric, i.e., $\gamma_1 \neq 0$, the asymptotic approximations for the biases to order $O(\sigma^3)$ are given by

$$B(\hat{X}_C) = -\frac{\sigma^2 d}{n \beta^2 s_x} + \frac{\sigma^3 \gamma_1}{n^2 \beta^3 s_x^2} [d \gamma_{1x} - 1], \quad (3.4)$$

$$B(\hat{X}_I) = \frac{\sigma^2 d(n - 3)}{n \beta^2 s_x} + \frac{\sigma^3 \gamma_1}{n^2 \beta^3 s_x^2} [4d \gamma_{1x} + (n - 3)], \quad (3.5)$$

where

$$\gamma_{1x} = \frac{1}{s_x^3 n} \sum_{i=1}^{n} (x_i - \bar{x})^3. \quad (3.6)$$

**Proof.** See Appendix.

The expressions (3.4) and (3.5) may furnish an idea about the change in bias when the distribution of errors is skewed. For instance, suppose that $\gamma_1$ and $\beta$ have same signs, i.e., the slope parameter $\beta$ is positive for positively skewed distribution and is negative for negatively skewed distribution. Now if $d > 0$ and $\gamma > (1/d)$, the contribution of the term of order $O(\sigma^3)$ will tend to lower the magnitude of bias of the CCE while it will lead to an increase in the bias of the ICE. The opposite is true when $\gamma_1$ and $\beta$ have opposite signs.

When the distribution of errors is symmetric, the contribution of the term of order $O(\sigma^3)$ vanishes. In order to further examine the effect of the departure from normality on the bias, let us consider the bias expressions to a higher order of approximation.
**Theorem 3.2.** If the error distribution is symmetric, the asymptotic approximations for the biases to order $O(\sigma^4)$ are given by

\begin{align*}
B(\hat{X}_C) &= -\frac{\sigma^2 d}{n \beta^2 S_x} - \frac{\sigma^4}{n^3 \beta^4 S_x^3}[3nd + \gamma_2 T_C], \\
B(\hat{X}_I) &= \frac{\sigma^2 d(n-3)}{n \beta^2 S_x} - \frac{\sigma^4}{n^3 \beta^4 S_x^3}[(n-3)(n-5)nd + \gamma_2 T_I],
\end{align*}

where

\begin{align*}
T_C &= (3 + \gamma_{2x})d - \gamma_{1x}, \\
T_I &= (n^2 - 10n + 33 + \gamma_{2x})d - 4\gamma_{1x},
\end{align*}

with

\[ \gamma_{2x} = \frac{1}{ns_x^4} \sum (x_i - \bar{x})^4 - 3. \]

**Proof.** See Appendix.

It is interesting to observe from (3.7) and (3.8) that the contribution of the term of order $O(\sigma^4)$ increases the magnitude of the bias of the CCE when the distribution of errors is mesokurtic or normal. In case of the ICE, this term decreases the bias provided that $n > 5$. These results may not be necessarily true when distribution is different from normal. Besides the peakedness of the error distribution, the contribution now additionally depends upon the skewness and kurtosis of the chosen values $x_1, x_2, \ldots, x_n$; see the expressions (3.9) and (3.10).

4. **Comparison under mean squared error criterion**

If we compare the calibration estimators under the criterion of mean squared error to order $O(\sigma^2)$, both the CCE and ICE are found to have same mean squared error $\sigma^2 \Omega$ where

\[ \Omega = \left( d^2 + n + 1 \right) \left( \frac{1}{n \beta^2} \right). \]

We therefore need to consider higher order approximations of the mean squared errors in order to discriminate the calibration estimators.

4.1. **Asymmetric error distribution case**

Let us first assume that the distribution of errors is not symmetric.

**Theorem 4.1.** The asymptotic approximations for the mean squared errors of the calibration estimators to order $O(\sigma^3)$ are given by

\[ M(\hat{X}_C) = E(\hat{X}_C - X)^2 = \sigma^2 \Omega - \frac{2\sigma^3 \gamma_1 d}{n^2 \beta^3 S_x^2} (d \gamma_{1x} - 2), \]
\[ M(\hat{X}_I) = E(\hat{X}_I - X)^2 = \sigma^2 \Omega - \frac{2\sigma^3 \gamma_1 d}{n^2 \beta^2 s_x^2} (2d\gamma_{1x} - 4 + n). \]  

(4.3)

**Proof.** See Appendix.

From (4.2) and (4.3), we observe that

\[ M(\hat{X}_C) - M(\hat{X}_I) = \frac{2\sigma^3 q}{n^2 \beta^2 s_x^2}, \]

where

\[ q = \frac{\gamma_1 d}{\beta} (d\gamma_{1x} - 2 + n). \]  

(4.5)

It is interesting to note that both the CCE and ICE have identical performance with respect to the criterion of mean squared error to order \(O(\sigma^3)\) when the distribution of error is symmetric with normal as a particular case. This result does not remain true in general when the distribution of error is skewed or is different from normal. Further, we observe that the CCE is superior (inferior) to the ICE according as the quantity \(q\) is negative (positive).

We thus find that the superiority of one calibration estimator over the other hinges upon the sign of \(q\) which depends upon \(\beta\) (the slope parameter), \(\gamma_1\) (the skewness coefficient of the error distribution), \(\gamma_{1x}\) (the skewness coefficient of the chosen standard values \(x_1, x_2, \ldots, x_n\)), \(d\) (the difference between the unknown value \(X\) and the mean of standard values \(x_1, x_2, \ldots, x_n\)) and \(n\) (the number of observations in the calibration experiment).

4.2. Symmetric error distribution case

Let us now consider the mean squared errors to order \(O(\sigma^4)\) when the distribution of errors is symmetric.

**Theorem 4.2.** The asymptotic approximations for the mean squared errors of the calibration estimators to order \(O(\sigma^4)\) are given by

\[ M(\hat{X}_C) = E(\hat{X}_C - X)^2 = \sigma^2 \Omega - \frac{\sigma^4}{n^2 \beta^4 s_x^2} [9d^2 + 3(n + 1) + \gamma_2 A_1], \]  

(4.6)

\[ M(\hat{X}_I) = E(\hat{X}_I - X)^2 = \sigma^2 \Omega - \frac{\sigma^4}{n^2 \beta^4 s_x^2} [(n - 5)^2 d^2 - (2n - 7)(n + 1) + \gamma_2 A_1], \]  

(4.7)

where

\[ A_1 = \frac{3}{n} [1 - 2d\gamma_{1x} + (3 + \gamma_{2x})d^2], \]  

(4.8)

\[ A_1 = \frac{1}{n} [7 - 2n - 16d\gamma_{1x} + (n^2 - 12n + 47 + 12\gamma_{2x})d^2]. \]  

(4.9)

**Proof.** See Appendix.
From (4.6) and (4.7), we observe that

\[
M(\hat{X}_C) - M(\hat{X}_I) = \frac{\sigma^4}{n^2 B^4 \hat{s}_x^2}\left[ (n - 2)(8 - n)d^2 
+ 2(n - 2)(n + 1) + \gamma_2 (A_i - A_1) \right],
\]  
(4.10)

from which it follows that the ICE is superior to the CCE when

\[
[(8 - n)d^2 + 2(n + 1)] > \left( \frac{\gamma_2}{n - 2} \right) (A_i - A_1).
\]  
(4.11)

When the distribution of errors is mesokurtic ($\gamma_2 = 0$) or normal, the condition (4.11) holds so long as $n \leq 8$. This condition also holds for $n > 8$ provided that

\[
d^2 < 2 \left( \frac{n + 1}{n - 8} \right),
\]  
(4.12)

which is satisfied as long as $d^2$ is less than 2.

On the other hand, the CCE has better performance than the ICE in case of $\gamma_2 = 0$ when the inequality (4.12) holds with reversed sign.

The superiority of one calibration estimator over the other under mesokurtic or normal errors, it may be appreciated from (4.11) may not necessarily carry over to the cases of non-normal errors.

5. An illustrative example

Let us consider the data related to the pressure in a hydrodynamic system presented in Dunsmore (1968). The pressure is measured at two points yielding the following observations:

| $x$ | 2.38, 3.89, 4.60, 5.36, 6.50, 7.45, 7.81, 8.38, 9.09, 9.89, 10.58, 10.98 |
| $y$ | 2.70, 4.01, 4.41, 6.00, 6.05, 7.41, 8.58, 8.49, 9.99, 9.80, 10.33, 11.20 |

As the instrument yielding the $x$ values were not available later on, only the $y$ values could be recorded in future. Thus, given a value $Y$, we are to estimate the corresponding $X$.

From the available 12 pairs of observations, we have

\[
\bar{x} = 7.2425, \quad s_x^2 = 6.9292, \quad \gamma_{1x} = -0.2845, \quad \gamma_{2x} = -1.0411.
\]

Using these values in (3.4) and (3.5), we find the bias expressions to order $O(\sigma^3)$ are

\[
B(\hat{X}_C) = -0.0317 \left( \frac{\sigma^2 d}{\beta^2} \right) - (0.0003d + 0.0010) \left( \frac{\sigma^3 \gamma_1}{\beta^3} \right),
\]  
(5.1)

\[
B(\hat{X}_I) = 0.2849 \left( \frac{\sigma^2 d}{\beta^2} \right) - (0.0011d + 0.0090) \left( \frac{\sigma^3 \gamma_1}{\beta^3} \right),
\]  
(5.2)
where
\[ d = 2.7514 - 0.3799X. \] (5.3)

Similarly, from (3.7) and (3.8), we have
\[
B(\hat{X}_C) = -0.0317 \left( \frac{\sigma^2 d}{\beta^2} \right) - \left[ (0.0011 + 1.9589\gamma_2) d + 0.2845\gamma_2 \right] \left( \frac{\sigma}{\beta} \right)^4, \tag{5.4}
\]
\[
B(\hat{X}_I) = -0.2849 \left( \frac{\sigma^2 d}{\beta^2} \right) - \left[ (0.0320 + 55.9589)d + 1.1380 \right] \left( \frac{\sigma}{\beta} \right)^4. \tag{5.5}
\]

The expressions (5.1), (5.2), (5.4) and (5.5) clearly bring out that the bias properties of the calibration estimators under the specification of normality of errors may be quite different when the distribution departs from normality.

Next, let us examine the mean squared error properties of the calibration estimators.

When the distribution of errors is asymmetric, the asymptotic approximations of the mean squared errors from (4.1), (4.2) and (4.3) are
\[
M(\hat{X}_C) = (0.833d^2 + 1.0833) \left( \frac{\sigma}{\beta} \right)^2 + (0.0006d + 0.0040) \left( \frac{\sigma^3\gamma_1d}{\beta^3} \right), \tag{5.6}
\]
\[
M(\hat{X}_I) = (0.833d^2 + 1.0833) \left( \frac{\sigma}{\beta} \right)^2 + (0.0011d - 0.0160) \left( \frac{\sigma^3\gamma_1d}{\beta^3} \right). \tag{5.7}
\]

If we look at the 12 observations in the calibration experiment, it can be easily ascertained that \( \beta \) is positive. Suppose for a moment that the distribution of errors is positively skewed (\( \gamma_1 > 0 \)). Now, for all positive values of \( d \), the asymptotic approximations are given by the term involving \( (\sigma/\beta)^2 \) on the right-hand side of (5.6) gives an under-reporting of the mean squared error of the CCE. Such an approximation in case of the ICE, however, gives over-reporting for all negative values of \( d \) and positive values of \( d \) less than 14.54. In a similar way, we can identify situations where the leading term in the mean squared error expression provides an under-reporting or over-reporting.

Comparing (5.6) and (5.7), we observe that the CCE has smaller mean squared error than the ICE when
\[
\gamma_1d(d - 40) > 0 \tag{5.8}
\]
as \( \beta \) is positive.

The condition (5.8) is satisfied for all positively skewed distributions when the unknown value \( X \) is larger than 7.24. For negatively skewed distributions, the condition (5.8) holds when \( X \) is smaller than 7.24. The opposite is true, i.e., the ICE is better than the CCE when \( X < 7.24 \) for positively skewed distributions or \( X > 7.24 \) for negatively skewed distributions.
When the distribution of errors is symmetric, it follows from (4.6) and (4.7) that the mean squared errors to orders $O(\sigma^4)$ are

$$M(\hat{X}_C) = (0.833d^2 + 1.0833)(\frac{\sigma}{\beta})^2 + [(0.0090 + 0.0005\gamma_2)d^2 + 0.0001\gamma_2d + (0.0391 + 0.00002\gamma_2)],$$

(5.9)

$$M(\hat{X}_I) = (0.833d^2 + 1.0833)(\frac{\sigma}{\beta})^2 + [(0.0491 - 0.0029\gamma_2)d^2 + 0.0004\gamma_2d - (0.2215 + 0.0014\gamma_2)](\frac{\sigma}{\beta})^4.$$  

(5.10)

It is obvious from the above expressions that the mean squared error under the normality specification may be quite different when the distribution is not normal.

6. Some remarks

Employing the small error asymptotic theory and assuming the distribution of errors to be not necessarily normal, we have worked out the asymptotic approximations for the biases and mean squared errors of the classical and inverse calibration errors. Interestingly enough, the third and fourth central moment apart from the mean and variance of the chosen standard values $x_1, x_2, \ldots, x_n$ in the process of calibration are found to play an important role in the efficiency properties of the calibration estimators if the distribution of errors is not normal. Their effect disappears totally as soon as normality is assumed. Further, the asymmetry and peakedness of the error distribution are seen to influence the performance of calibration estimators. As compared to the peakedness of the error distribution, the effect of the lack of symmetry is more pronounced. A general conclusion emerging from our investigations is that the relative performance of one calibration estimator over the other under the specification of normality of errors may not necessarily carry over to non-normal distributions and may often be quite jeopardized.
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Appendix

For the application of the small error asymptotic theory, we may notice, that $\sigma$ is small and tends to zero when errors are small. Accordingly, we replace $u_i$ in (2.1) and $U$ in (2.2) by $\sigma v_i$ and $\sigma V$, respectively, so that $v_1, v_2, \ldots, v_n, V$ are independently and identically distributed with first four moments as $0, 1, \gamma_1$ and $(\gamma_2 + 3)$. Further, we write

$$\bar{v} = n^{-1}\sum_i v_i, \quad Z_1 = \frac{1}{n\beta s^2} \sum_i (x_i - \bar{x})(v_i - \bar{v}), \quad Z_2 = \frac{1}{n\beta s^2} \sum_i (v_i - \bar{v})^2.$$
so that, from (2.1) and (2.2), we have
\[(Y - \bar{y}) = -\beta ds_x + \sigma(V - \bar{v}), \quad s_{xy} = \beta s_x^2 (1 + \sigma Z_1),\]
\[s_y^2 = \beta^2 s_x^2 (1 + 2\sigma Z_1 + \sigma^2 Z_2).\]

Using these results and following Srivastava and Singh (1989), we can express
\[
(\hat{X}_C - X) = \sigma \left[ ds_x Z_1 + \frac{1}{\beta} (V - \bar{v}) \right] - \sigma^2 \left[ ds_x Z_1^2 + \frac{1}{\beta} (V - \bar{v}) Z_1 \right] \\
+ \sigma^3 \left[ ds_x Z_1^3 + \frac{1}{\beta} (V - \bar{v}) Z_1^2 \right] - \sigma^4 \left[ ds_x Z_1^4 + \frac{1}{\beta} (V - \bar{v}) Z_1^3 \right] \\
+ O_p(\sigma^5). \tag{A.1}
\]

Similarly, it is easy to find that
\[
(\hat{X}_1 - X) = \sigma \left[ ds_x Z_1 + \frac{1}{\beta} (V - \bar{v}) \right] - \sigma^2 \left[ ds_x (2Z_1^2 - Z_2) + \frac{1}{\beta} (V - \bar{v}) Z_1 \right] \\
+ \sigma^3 \left[ ds_x Z_1 (4Z_1^2 - 3Z_2) + \frac{1}{\beta} (V - \bar{v}) (2Z_1^2 - Z_2) \right] \\
- \sigma^4 \left[ ds_x (8Z_1^4 - 8Z_1^2 Z_2 + Z_2^2) + \frac{1}{\beta} (V - \bar{v}) (4Z_1^2 - 3Z_2) Z_1 \right] \\
+ O_p(\sigma^4). \tag{A.2}
\]

**Proof of Theorem 3.1.** When the distribution of errors is not symmetric, we observe that
\[
E(Z_1) = 0, \quad E(Z_1^2) = \frac{1}{n\beta^2 s_x^2}, \quad E(Z_1^3) = \frac{\gamma_1 \gamma_{1x}}{n^2 \beta^3 s_x^3},
\]
\[
E(Z_2) = \frac{n - 1}{n\beta^2 s_x^2}, \quad E(Z_1 Z_2) = 0, \quad E(V - \bar{v}) = 0,
\]
\[
E(V - \bar{v}) Z_1 = 0, \quad E(V - \bar{v}) Z_1^2 = -\frac{\gamma_1}{n^2 \beta^2 s_x^2},
\]
\[
E(V - \bar{v}) Z_2 = -\frac{\gamma_1 (n - 1)}{n^2 \beta^2 s_x^2}. \tag{A.3}
\]

Now the bias expressions to order $O(\sigma^3)$ from (A.1) and (A.2) using (A.3) can be obtained.

**Proof of Theorem 3.2.** When the distribution of errors is symmetric so that $\gamma_1 = 0$, the expectations of the terms of order $O(\sigma^3)$ in the expressions (A.1) and (A.2) are zero. We therefore need to consider the terms of order $O(\sigma^4)$. 

Now it can be easily seen that

\[
E(Z_1^4) = \frac{1}{n^3 \beta^4 s_x^4} [3n + \gamma_2(3 + \gamma_2x)],
\]

\[
E(Z_1^2 Z_2) = \frac{1}{n^3 \beta^4 s_x^4} [n(n + 1) + \gamma_2(n - 1)],
\]

\[
E(Z_2^2) = \frac{(n - 1)}{n^3 \beta^4 s_x^4} [n(n + 1) + \gamma_2(n - 1)],
\]

\[
E((V - \bar{v})Z_1^3) = -\frac{\gamma_2 \gamma_1 x}{n^3 \beta^3 s_x^3},
\]

\[
E((V - \bar{v})Z_1 Z_2) = 0. \quad (A.4)
\]

Utilizing the results (A.3) and (A.4), the expressions mentioned in Theorem 3.2 can be straightforwardly obtained from (A.1) and (A.2).

**Proof of Theorem 4.1.** First of all, we notice that

\[
E\left[ ds_x Z_1 + \frac{1}{\beta} (V - \bar{v}) \right]^2 = \frac{1}{n \beta^2} (d^2 + n + 1) = \Omega,
\]

\[
E((V - \bar{v})^2 Z_1) = 0. \quad (A.5)
\]

Now, from (A.1) and (A.2), the mean squared errors to order \(O(\sigma^3)\) can be obtained under the specification of asymmetric error distribution, we find the expressions given in Theorem 4.1.

Similarly, the results stated in Theorem 4.2 can be obtained on the same lines.
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