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Summary
This article considers the problem of simultaneous prediction of actual and average values of the study variable in a linear regression model when a set of linear restrictions binding the regression coefficients is available, and analyzes the performance properties of predictors arising from the methods of restricted regression and mixed regression besides least squares.

1. Introduction

Generally predictions from a linear regression model are made either for the actual values of the study variable or for the average values at a time. However, situations may occur in which one may be required to consider the predictions of both the actual and average values simultaneously. For example, consider the installation of an artificial tooth in patients through a specific device. Here a dentist would like to know the life of a restoration, on the average. On the other hand, a patient would be more interested in knowing the actual life of restoration in his/her case. Thus a dentist is interested in the prediction of average value but he may not completely ignore the interest of patients in the prediction of actual value. The dentist may assign higher weightage to prediction of average values in comparison to the prediction of actual values. Similarly, a patient may give more weightage to prediction of actual values in comparison to that of average values.

Appreciating the need of simultaneous prediction of actual and average values of the study variable, SHALABH (1995) has proposed a composite target function which considers the prediction of both the actual and average values together. Using such an approach, we expose the traditional prediction methods and analyze
their performance properties when a set of linear restrictions binding the coefficients in a linear regression model is available in the form of prior information.

The organization of this paper is as follows. Section 2 describes the linear regression model and presents the target function for the prediction of actual and average values of the study variable. Section 3 assumes the availability of a set of exact linear restrictions on regression coefficients. Two predictors arising from the methods of least squares (that ignores the restrictions) and restricted regression (that incorporates the restrictions) are presented and their efficiency properties are analyzed. Similarly, in Section 4, we assume the availability of a set of stochastic linear restrictions and study the performance properties of predictors stemming from pure and mixed estimation methods. Finally, some remarks are placed in Section 5.

2. Specification of Model and Target Function

Let us postulate the following linear regression model:

\[ y = X\beta + \sigma u \]  

(2.1)

where \( y \) is an \( n \times 1 \) vector of \( n \) observations on the study variable, \( X \) is an \( n \times K \) full column rank matrix of \( n \) observations on \( K \) explanatory variables, \( \beta \) is a column vector of regression coefficients, \( \sigma \) is an unknown scalar and \( u \) is an \( n \times 1 \) vector of disturbances.

It is assumed that the elements of \( u \) are independently and identically distributed with mean zero and variance unity.

If \( b \) denotes an estimator of \( \beta \), then the predictor for the values of study variable within the sample is generally formulated as \( \hat{T} = Xb \) which is used for predicting either the actual values \( y \) or the average values \( E(y) = X\beta \) at a time.

When the situation demands prediction of both the actual and average values together, we may define the following target function

\[ T(y) = \lambda y + (1 - \lambda) E(y) = T \]  

(2.2)

and use \( \hat{T} = Xb \) for predicting it where \( 0 \leq \lambda \leq 1 \) is a nonstochastic scalar specifying the weightage to be assigned to the prediction of actual and average values of the study variable; see, e.g. SHALABH (1995).

Next, let us consider the prediction of values of the study variable outside the sample. Accordingly, we assume that a set of \( n_f \) values of the explanatory variables is given so that

\[ y_f = X_f \beta + \sigma u_f \]  

(2.3)

where \( y_f \) is an \( n_f \times 1 \) vector of future values of the study variable, \( X_f \) is an \( n_f \times K \) matrix of values of the explanatory variables and \( u_f \) is an \( n_f \times 1 \) vector of disturbances possessing the same distributional properties as \( u \). Further, elements of \( u_f \) and \( u \) are stochastically independent.
Now we may construct the predictor as $\hat{T}_f = X_f b$ and the target function as
$$T_f = \lambda y_f + (1 - \lambda) E(y_f). \tag{2.4}$$

It may be observed that the target function permits a kind of unified treatment to the problem of predicting the actual and average values of the study variable through its characterizing scalar $\lambda$.

3. Exact Linear Restrictions

Let us suppose that we are given a set of $J$ exact linear restrictions binding the regression coefficients:
$$r = R\beta \tag{3.1}$$
where $r$ is a $J \times 1$ vector and $R$ is a $J \times K$ full row rank matrix.

If these restrictions are ignored, the least squares estimator of $\beta$ is
$$\hat{\beta} = (X'X)^{-1} X'y \tag{3.2}$$
which may not necessarily obey (3.1). Such is, however, not the case with restricted regression estimator given by
$$\hat{\beta}_R = \hat{\beta} + (X'X)^{-1} R'[R(X'X)^{-1} R']^{-1} (r - R\hat{\beta}) \tag{3.3}$$
which invariably satisfies (3.1).

3.1 Prediction within the Sample

Employing (3.2) and (3.3), we get the following two predictors for the values of the study variable within the sample:
$$\hat{T} = X\hat{\beta}, \tag{3.4}$$
$$\hat{T}_R = X\hat{\beta}_R. \tag{3.5}$$

It is easy to see from (2.2) that both the predictors are weakly unbiased in the sense that
$$\text{E}_\lambda(\hat{T} - T) = 0, \tag{3.6}$$
$$\text{E}_\lambda(\hat{T}_R - T) = 0. \tag{3.7}$$

Further, the predictive variance covariance matrices are given by
$$V_\lambda(\hat{T}) = \text{E}(\hat{T} - T)(\hat{T} - T)'$$
$$= \sigma^2 [\lambda^2 I_n + (1 - 2\lambda) P], \tag{3.8}$$
where $P = X(X'X)^{-1} X' = XX^+$ and $X^+ = (X'X)^{-1} X'$,

$$V_2(\hat{T}_R) = E(\hat{T}_R - T)(\hat{T}_R - T)'$$

$$= \sigma^2[\lambda^2 I_n + (1 - 2\lambda) P - (1 - 2\lambda) X'^t R'[R(X'X)^{-1} R']^{-1} R X^+]$$

whence we find

$$V_2(\hat{T}) - V_2(\hat{T}_R) = \sigma^2(1 - 2\lambda) X'^t R'[R(X'X)^{-1} R']^{-1} R X^+$$  (3.9)

which is a nonnegative definite matrix as far as $(1 - 2\lambda) \geq 0$.

It is thus seen that the predictor $\hat{T}_R$ is at least as superior as $\hat{T}$ according to the criterion of variance covariance matrix when $\lambda$ is less than 0.5. In other words, if prediction of actual values of the study variable is assigned relatively lesser weight in comparison to the prediction of average values, incorporating the restrictions in the estimation of $\beta$ for constructing predictions is surely a better procedure than ignoring the restrictions. On the other hand if higher weightage is to be assigned to the prediction of actual values in comparison to the prediction of average values, the incorporation of restrictions in the estimation procedure may not serve any useful purpose. An interesting implication of this observation is that efficient estimation of regression coefficients may not necessarily lead to efficient predictions of values of study variable.

Let us now examine the predictive risks associated with the two predictors $\hat{T}$ and $\hat{T}_R$. When the aim is simply to predict the average values of the study variable ($\lambda = 0$), the predictive risks of $\hat{T}$ and $\hat{T}_R$ are $\sigma^2 K$ and $\sigma^2 (K - J)$ respectively. Similarly, when the aim is solely to predict the actual values ($\lambda = 1$), the predictive risks of $\hat{T}$ and $\hat{T}_R$ are $\sigma^2 (n - K)$ and $\sigma^2 (n - K + J)$ respectively. Thus the predictions based on $\hat{T}$ will have smaller risk property for average values of the study variable rather than for its actual values if $n$ exceeds $2K$. If $n$ exceeds $2(K - J)$, then the predictions based on $\hat{T}_R$ have this property. Just the reverse will be true, i.e., predictions will be more suitable for actual values of the study variable than for its average values when $n$ is less than $2K$ in case of $\hat{T}$ and $2(K - J)$ in case of $\hat{T}_R$.

4. Stochastic Linear Restrictions

Let us be given a set of following stochastic linear restrictions connecting the regression coefficients:

$$r = R\beta + v$$  (4.1)

where $v$ is a $J \times 1$ random vector with mean vector $0$ and variance covariance matrix $\Psi$ which is positive definite and known.

Further, it is assumed that $u$ and $v$ are stochastically independent.

When the prior restrictions (4.1) are ignored and least squares method is applied to (2.1), we obtain the pure regression estimator of $\beta$ as $\hat{\beta}$ given by (3.2). When
the prior restrictions are incorporated, we get the mixed regression estimator

$$\hat{\beta}_M = (X'X + s^2 R'\Psi^{-1}R)^{-1} (X'y + s^2 R'\Psi^{-1}r)$$  \hspace{1cm} (4.2)$$

where $s^2 = (y - X\hat{\beta})' (y - X\hat{\beta})/(n - K)$ is an unbiased estimator of $\sigma^2$; see Theil and Goldberger (1961).

4.1 Prediction within the Sample

Based on the pure and mixed regression estimators of $\beta$, one can formulate the predictor $\hat{T}$ defined by (3.4) and the following predictor

$$\hat{T}_M = X\hat{\beta}_M.$$  \hspace{1cm} (4.3)$$

Following Kakwani (1968), it can be easily seen that the predictor $\hat{T}_M$ is weakly unbiased for the target function $T$ specified by (2.2) in the sense that $E(\hat{T}_M - T) = 0$ provided that the mean of the predictor $\hat{T}_M$ is finite and the elements of $u$ follow a symmetric probability distribution. The exact predictive risk will, however, be difficult to derive unless we assume any specific form of the symmetric distribution for disturbances.

If we assume normality of disturbances, the exact expression for predictive variance covariance matrix can be derived but it will be sufficiently intricate and may not permit us to draw any clear inference; see, e.g., Swamy and Mehta (1969). We therefore propose to employ an asymptotic approximation of it employing the small disturbance asymptotic theory.

**Result 1:** When disturbances are normally distributed, the predictive variance covariance matrix of $\hat{T}_M$ to order $O(\sigma^4)$ is given by

$$V_h(\hat{T}_M) = E(\hat{T}_M - T)' (\hat{T}_M - T) = \sigma^2 [\lambda^2 I_n + (1 - 2\lambda) P] - \sigma^4 \left[ 1 - 2 \left( \lambda + \frac{1}{n - K} \right) \right] R'X^T \Psi^{-1}RX.$$  \hspace{1cm} (4.4)$$

This result is derived in the Appendix.

Comparing (4.4) with (3.8), it is observed that the predictor $\hat{T}_M$ is better than $\hat{T}$ with respect to the criterion of predictive variance covariance matrix so long as

$$\lambda < \left( \frac{n - K}{2} \right) \hspace{1cm} (4.5)$$

which implies that the predictor based on mixed regression estimation is preferable when prediction of actual values of study variable receives smaller weight in comparison to the prediction of average values. However, if prediction of average values is at least as important as the prediction of actual values, it may not be worthwhile to take into account the prior restrictions in the estimation of regression coefficients.
4.2 Prediction outside the Sample

When the aim is to predict the values of study variable outside the sample, the following predictor arising from mixed regression estimation may be used:

\[ \hat{T}_{JM} = X_f \hat{\beta}_M. \] (4.6)

Assuming multivariate normality of \( u \) and \( u_f \), it is easy to see that \( \hat{T}_{JM} \) is unbiased for \( T_f \), i.e.,

\[ E(\hat{T}_{JM} - T_f) = 0. \] (4.7)

For the predictive risk of \( \hat{T}_{JM} \), we present an asymptotic approximation employing the small disturbance asymptotic theory.

**Result 2:** When disturbances are normally distributed, the predictive variance covariance matrix associated with \( \hat{T}_{JM} \) up to order \( O(\sigma^4) \) is given by

\[
V(\hat{T}_{JM}) = E(\hat{T}_{JM} - T_f) (\hat{T}_{JM} - T_f)'
= \sigma^2\lambda^2 I_n + X_f (X'X)^{-1} X_f'
- \sigma^4 \left(1 - \frac{2}{n - K}\right) X_f (X'X)^{-1} R' \Psi^{-1} R (X'X)^{-1} X_f
\] (4.8)

which is derived in the Appendix.

Comparing (4.8) with \( V(\hat{T}_f) = \sigma^2\lambda^2 I_n + X_f (X'X)^{-1} X_f' \) the risk of the predictor \( \hat{T}_f \) which does not incorporate the prior stochastic restrictions, we observe that \( \hat{T}_{JM} \) is superior to \( \hat{T}_f \) as long as \( n - K \), the excess of the number of observations over the number of regression coefficients, exceeds 2 which is indeed a very mild constraint.

Setting \( \lambda = 0 \) and \( \lambda = 1 \) in (4.8), it is observed that like \( \hat{T}_f \) the predictor \( \hat{T}_{JM} \) has better performance when used for predicting average values of the study variable.

5. Some Remarks

Considering the problem of simultaneous predictions of actual and average values of the study variable in linear regression models subject to a set of linear restrictions connecting the regression coefficients, it is found that the least squares procedure ignoring the restrictions continues to remain unbeaten as long as larger weight is given to the prediction of actual values in relation to the prediction of average values. Incorporation of prior restrictions into the estimation procedure is reasonable only when the opposite is true, i.e., prediction of actual values receives smaller weight in comparison to the prediction of average values. Interestingly enough, all the three estimation procedures (viz., pure regression, restricted regres-
sion and mixed regression) are found to be more suitable, under some mild constraint, in the sense of yielding predictions with smaller variability when the aim is to predict the average values of the study variable rather than its actual values.

The above findings relate to the prediction of values within the sample which essentially may reflect the success of an estimation procedure. These findings do not carry over to the case of prediction outside the sample such as forecasting. Although all the predictors continue to remain weakly unbiased (assuming normality), their performances with respect to the criterion of predictive variance covariance matrix change. It is observed that utilization of prior restrictions is always a better strategy than ignoring them irrespective of the weightage assigned to the prediction of actual and average values. However, each of the three predictors is seen to provide more efficient predictions for average values rather than for actual values just as in case of prediction within the sample.

We have confined our attention to three simple traditional predictors. It will be interesting to analyze the properties of other predictors; see, e.g., Toutenburg and Trenkler (1990), Toutenburg, Trenkler and Liski (1992) and Rao and Toutenburg (1995).

A Appendix: Derivation of Results

From (2.1) and (4.2), we can express

$$(b_M - \beta) = [X'X + \sigma^2 \left(\frac{u'Mu}{n-K}\right) R'\Psi^{-1}R]^{-1} \left[\sigma X'u + \sigma^2 \left(\frac{u'Mu}{n-K}\right) R'\Psi^{-1}v\right]$$

$$= \sigma (X'X)^{-1} X'u + \sigma^2 \left(\frac{u'Mu}{n-K}\right) (X'X)^{-1} R'\Psi^{-1}v$$

$$- \sigma^3 \left(\frac{u'Mu}{n-K}\right) (X'X)^{-1} R'\Psi^{-1}R(X'X)^{-1} X'u + O_p(\sigma^4)$$

(A.1)

where $M = I_n - P$.

Observing that

$$(P_M - T) = X(b_M - \beta) - \sigma \lambda u$$

we can write

$$(P_M - T) (P_M - T)' = \sigma^2 G_2 + \sigma^3 (G_3 + G_3') + \sigma^4 (G_4 + G_4') + O_p(\sigma^5),$$

(A.2)

where

$$G_2 = [(1 - \lambda) I_n - M] uu'[(1 - \lambda) I_n - M],$$

$$G_3 = \left(\frac{u'Mu}{n-K}\right) [(1 - \lambda) I_n - M] uv' \Psi^{-1}RX^+,.$$
\[ G_4 = \frac{1}{2} \left( \frac{u'Mu}{n - K} \right)^2 X'^{-1} R' \Psi^{-1} \nu \nu' \Psi^{-1} RX^+ , \]

\[- \left( \frac{u'Mu}{n - K} \right) \left[ (1 - \lambda) I_n - M \right] uu' X'^{-1} R' \Psi^{-1} RX^+ .\]

Utilizing the multivariate normality of \( u \) and stochastic independence of \( u \) and \( v \), it can be easily verified that

\[ E(G_2) = (1 - \lambda)^2 I_n - (1 - 2\lambda) M , \]

\[ E(G_3) = 0 , \]

\[ E(G_4) = - \frac{1}{2} \left[ (1 - 2\lambda) - \left( \frac{2}{n - K} \right) \right] X'^{-1} R' \Psi^{-1} RX^+ . \]

Taking expectation of both the sides of (A.2) and using the above results, we obtain the expression (4.4).

For the expression (4.8), we notice that

\[ (P_f - T_f) = X_f (b_M - \beta) - \sigma^2 u_f \]

whence, using (A.1), it follows that

\[ (P_f - T_f)' (P_f - T_f) = \sigma^2 G_2^* + \sigma^3 (G_3^* + G_4^*) + \sigma^4 (G_4^* + G_4^*) + O_p(\sigma^5) \]

(A.3)

where

\[ G_2^* = [X_f (X'X)^{-1} - \lambda u_f] [X_f (X'X)^{-1} - \lambda u_f]' , \]

\[ G_3^* = \left( \frac{u'Mu}{n - K} \right) [X_f (X'X)^{-1} - \lambda u_f] \nu' \Psi^{-1} R (X'X)^{-1} X_f , \]

\[ G_4^* = \frac{1}{2} \left( \frac{u'Mu}{n - K} \right)^2 X_f (X'X)^{-1} R' \Psi^{-1} \nu \nu' \Psi^{-1} R (X'X)^{-1} X_f' \]

\[- \left( \frac{u'Mu}{n - K} \right) [X_f (X'X)^{-1} - \lambda u_f] u' X (X'X)^{-1} R' \Psi^{-1} R (X'X)^{-1} X_f ' . \]

By virtue of the multivariate normality of \( u \) and \( u_f \) along with stochastic independence of \( u \), \( u_f \) and \( v \), we observe that

\[ E(G_2^*) = \lambda^2 I_{nf} + X_f (X'X)^{-1} X_f' , \]

\[ E(G_3^*) = 0 , \]

\[ E(G_4^*) = - \frac{1}{2} \left( 1 - \frac{2}{n - K} \right) X_f (X'X)^{-1} R' \Psi^{-1} R (X'X)^{-1} X_f . \]

Taking expectations on both the sides of (A.3) and substituting the above results, we find the expression (4.8).
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Erratum


In the Appendix (pp. 957–958), the quantities $b_M$, $P_M$ and $P_{JM}$ should be read as $\hat{b}_M$, $\hat{T}_M$ and $\hat{T}_{JM}$, respectively.
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