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summary

This paper considers the problem of missing data in a linear regression model.
It presents a method to analyze and detect the missing completely at random
(MCAR) process when some values of covariates are missing but corresponding
values of response variable are available. The idea of using outlier detection
method in linear regression model is proposed to be employed to detect a non-
MCAR processes. Such an idea is utilized and a graphical method is proposed to
visualize the problem.
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1 Introduction

A fundamental assumption in any regression analysis is that all the observations on response variable

and covariates are available. In many applications, the observations on covariates may be missing

due to one reason or the other. Under such a case, one simple approach is to use only the available

observations and conduct the regression analysis. Another approach is to use the imputation

techniques and impute the missing values. The imputation can be carried out using hot-deck

imputation, cold deck imputation, mean imputation, regression imputation etc., see Rao et al.

(2008, Chapter 8) for more details on imputation methods for incomplete covariate matrix. We

consider here the case when observation are missing in covariates only. The imputation techniques
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depends mainly on the pattern of missingness in the observations, i.e., whether the observations

on covariates follow Missing Completely At Random (MCAR) pattern or not. Heitjan and Basu

(1996) have explained and reviewed the issues and concepts related to missing at random, observed

at random and parameter distinctness. Nittner (2003) compares different methods of nonparametric

estimation in an additive model when some observations on explanatory variables are missing at

random but corresponding observations on response variables are available. Guobing and Copas

(2004) provides further insight into the concept of missing at random and envisage two models

with separable parameters: a model for the response of interest and a model for the missing data

mechanism. It is shown that if the response model is given by a complete density family, then

frequentist inference from the likelihood function ignoring the missing data mechanism is valid if

and only if the missing data mechanism is missing at random. Carpenter et al. (2007) propose an

imputation technique for multiple imputation case when missing values are not missing at random.

Wang (2009) develops two approaches, viz., model calibration approach and weighting approach,

to define the estimators of the parametric and nonparametric parts in the partial linear model with

the covariates missing at random. Yang et al. (2009) considered the partial linear model with

covariates missing at random and investigated the empirical likelihood ratios for the regression

coefficients and baseline function. Sun et al. (2009) considered the model checking problem for a

general linear model with response missing at random, see also Allison (2001), Scheuren (2005),

Zhou et al. (2008) for more details on missing data and multiple imputation.

A fundamental assumption in all these work is that the data is missing at random. An impor-

tant question arises at this stage is that how to decide whether the data on covariates is missing

completely at random or not on the basis of sample data. Little (1988) proposed a single global

test statistic for testing the whether the data is missing completely at random that uses all of the

available data. The test reduces to a standard t test when the data are bivariate with missing

data confined to a single variable. Little and Chen (1999) proposed a test for missing completely

at random to decide whether or not the generalized estimating equations should be adjusted to

correct the possible bias introduced by a missing-data mechanism that is not missing completely

at random. Potthoff et al. (2006) clearly claims that there are no direct tests available to test

whether the missing data mechanism is missing at random (MAR) or not and have proposed an al-

ternate assumption, MAR+, that can be tested. MAR+ always implies MAR, so inability to reject

MAR+ bodes well for MAR. In contrast, MAR implies MAR+ not universally, but under certain

conditions. All such developments are related to analytical methods but graphical methods are not

known to the best of our knowledge. We have utilized the set up of mixed regression estimation

procedure along with the diagnostic tools for the detection of outliers in linear regression model to

diagnose the missing pattern is MCAR or not through a graphical technique. The data may be

missing in some or all the explanatory variables.

The plan of the paper is as follows. The model set up and estimators of regression coefficients

are described in Section 2. The development of mixed regression estimator to deal with missing

values is discussed in Section 3. The use of outlier detection tools for diagnosing MCAR pattern

is discussed in Section 4. The graphical procedure to use the method and tools graphically is

illustrated using a linear regression model in Section 5. Finally, some comments are placed in
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Section 6

2 Model Setup and Estimators

Consider the classical linear regression model

y = Xβ + ǫ

where y is a n × 1 vector of response variable, X is a n × p matrix of n observations on each of

the p covariates, β is a p × 1 vector of associated regression coefficients and ǫ is a n × 1 vector

of random errors. Suppose some observations on covariates are missing corresponding to which

observations on response variable y are available. Reorganizing the the n rows of the data matrix

X with respect to missing observations and accordingly the corresponding observations in response

y and error term ǫ leads to the following structure




yc

ymis



 =





Xc

Xmis



β +





ǫc

ǫmis



 (2.1)

The index c indicates the completely observed submodel whereas the index mis corresponds to the

submodel with missing values in the covariate matrix Xmis (note that ymis is completely observed).

Writing the data as Zij = (yi, Xij), the missing data indicator matrix R introduced by Rubin

(1976) is given by

Rij =







1 if Zij is observed (i = 1, 2, . . . , n; j = 1, 2, . . . , p)

0 if Zij is missing

The missing data mechanism can then be characterized by the conditional distribution f(R|Z, φ)
of R given the data Z and an unknown parameter φ. The n× (p+1) matrix Z consists of observed

data Zobs and unobserved values Zmis.

The data is said to be missing completely at random (MCAR) if the distribution of R given Z

and φ depends only on the unknown parameter φ for any Z, i.e.,

f(R|Z, φ) = f(R|φ) ∀Z .

If the conditional distribution of R depends only on Z via the observed values Zobs for all Zmis,

i.e.,

f(R|Z, φ) = f(R|Zobs, φ) ∀Zmis ,

then the data is called missing at random (MAR).

The optimal estimator in this case is the Gauss-Markov estimator b of β that is obtained by

applying the principle of least squares to the data in (2.1):

b =









Xc

Xmis





′




Xc

Xmis









−1



Xc

Xmis





′




yc

ymis





= (X ′

cXc +X ′

misXmis)
−1(X ′

cyc +X ′

misymis) . (2.2)
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This estimator can not be used directly due to the involvement of unknown values in Xmis.

There are various methods which deal with this problem.

3 Dealing with Missing Values

A simple and commonly used method to deal with missing data is to discard all the information

available in (ymis, Xmis) and to use the completely observed data in (yc, Xc) only. This gives the

least squares estimator of β as

bc = (X ′

cXc)
−1X ′

cyc .

Obviously, some of the available information in terms of observations on response variables corre-

sponding to which the observations on covariates are missing is being discarded in this case which

is not a good strategy.

The maximum likelihood procedures address the missing data problem by factorizing the joint

distribution as

f(Z,R|θ, ξ) = f(Z|θ)f(R|Z, ξ) .

Integration over the missing data Zmis yields

f(Zobs, R|θ, ξ) =
∫

f(Z,R|θ, ξ) dZmis =

∫

f(R|Z, ξ)f(Z|θ) dZmis .

If f(R|Z) depends only on the observed data Zobs, i.e., the MAR assumption holds, then we have

f(Zobs, R|θ, ξ) = f(R|Zobs, ξ)

∫

f(Z|θ) dZmis = f(R|Zobs, ξ)f(Zobs|θ) ,

and that is why the missing data mechanism in this case is also called ignorable.

The imputation procedures present a different approach to the problem. The missing values in

Xmis are replaced by the values that are generated by some imputation procedure, say XR. Now

the estimator (2.2) becomes operational. Various imputation methods are proposed in literature to

find the missing values XR to replace the unknown values in Xmis. For example, mean imputation

or zero order regression (ZOR) replaces an unknown value xij by the mean x̄j , either formed of the

complete cases in Xc or the available cases in Xc and Xmis.

Conditional mean imputation or first order regression (FOR) uses auxiliary regressions to find

replacements for the missing values. Regressing the covariate with missing values on the remaining

covariates (with parameters estimates based on the complete cases) yields predictions of the missing

values that are used as substitutes. If the response y is also used in these regressions then a stochastic

element is introduced (see Buck (1960), or Toutenburg and Shalabh (2002).

Multiple imputation repeats the imputation step and averages the results, see Rubin (1987),

Schafer (1997). While a single imputation is too smooth, the differences between the individual

imputation steps can be properly used to estimate the variance as the sum of the average variance

within the imputed data sets and the between imputation variance. This strategy reflects the

uncertainty about the imputation process which is ignored in a single imputation strategy.
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By replacing a missing value by xR in (2.2), the model becomes a mixed model as





yc

yR



 =





Xc

XR



β +





0

δ



+





ǫc

ǫR



 ,

where δ is the difference between the true but unknown values in Xmis and their replacements by

XR. Using the mixed estimator due to Theil and Goldberger (1961), see also Rao et al. (2008), we

have

b =









Xc

XR





′




Xc

XR









−1



Xc

XR





′




yc

y∗





= (X ′

cXc +X ′

RXR)
−1(X ′

cyc +X ′

Ry∗) ,

The weighted mixed estimator introduced by Schaffrin and Toutenburg (1990) uses a weight λ < 1

for the values in (ymis, XR) and is given by

b(λ) = (X ′

cXc + λX ′

RXR)
−1(X ′

cyc + λX ′

RyR) . (3.1)

This estimator may be interpreted in terms of popular mixed estimator in the model

(

yc√
λy∗

)

=

(

Xc√
λXR

)

β +

(

ǫc√
λφ

)

.

We will use the weighted mixed regression estimator (3.1) in the graphical procedures for the

diagnosis of the missing mechanism which is described in the next section 4.

4 MCAR Diagnosis with Outlier Measures

Popular diagnostics measures to detect non-MCAR processes consist of the comparison of corre-

lation or covariance matrices, the comparison of means (ȳc vs. ȳmis) or a more general test as

described by Little (1988). For the situations with only one column affected by missing values,

Simon and Simonoff (1986) present diagnostic plots where ‘envelopes’ are compared.

The idea first presented by Simonoff (1988) combines the missing data problem with statistics

that is derived from the outlier detection field. A comparison of the values of a statistic computed

with and without imputation is the comparison of the sub-samples Zc and Zmis.

If the imputation of values can be considered appropriate under MCAR and if the observations

are really MCAR (which is the null hypothesis H0), then the statistics should be ‘more or less’

the same. If we have something other than MCAR, the statistics should reflect this departure by

having different values.

Simonoff (1988) uses the Cook’s distance, which is based on the confidence ellipsoid

C =
(β̂∗ − β̂c)

′(X ′

∗X∗)(β̂∗ − β̂c)

ps2∗
,
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the residual sum of squares DRSS due to Andrews and Pregibon (1978) is

DRSS =
(RSS∗ − RSS c)/nmis

RSS c/(nc − nmis − p+ 1)
,

and the determinant of the X ′X matrix (denoted by DXX ) is

DXX =
|X ′

cXc|
|X ′

∗X∗|
,

see Andrews and Pregibon (1978).

The distribution of the measures under H0 is needed for the construction of tests. As this

distribution also depends on the X values, Monte-Carlo methods are used to determine it by

computing the complete case statistics first and then imputing the missing values under MCAR-

assumption. The generation of new response values

yMC

mis = X̂misβ̂c + ǫMC

with ǫMC ∼ N(0, s2I) generates a new data set where the ‘missing values’ are drawn from a model

using a MCAR mechanism.

The diagnostic measures are computed after applying the imputation procedure to these data.

Repeating the ‘data deletion’ and imputation steps, a null distribution of the diagnostic measure

is generated. Finally the measure can be applied to the imputed original data and the resulting

values can be compared with the null distribution.

5 Graphical Diagnosis of the Missing Mechanism

Various methods exist for the estimation of parameters that adjust for the missing data if the

mechanism is ignorable, i.e., if MAR holds. If in addition, the missing data mechanism itself is of

interest then the procedure described in the following section may give insight in the structure of

missingness.

Animated residual plots are presented in Cook and Weisberg (1989). In a stepwise procedure,

the weights between 0 and 1 are used to include one case into the regression. The plots thus

represent the influence of that single case. Park, Kim and Toutenburg (1992) present a similar

approach to visualize the inclusion of another variable in the regression model.

The adaption for a situation with missing data shows a close relationship to the procedures

of the preceding section is described in Fieger (2000). Like in the above procedures, imputation

is performed under an MCAR assumption. Having filled the gaps in Xmis, the weighted mixed

estimator (3.1) is computed for certain values λ ∈ [0, 1]. Again the idea is that if we really have

MCAR, then there should not be any tendency in the residual plots, when including ZR in the

model stepwise by increasing the weight from 0 to 1.

Figure 1 shows a small program that visualizes the following procedure:
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for (λ = 0; λ ≤ 1; λ+=step) {
compute regression parameters;
compute estimated residuals;
display residual-plot;

}

Figure 1: Java program for visualization on computer screen. Reads data for each frame of
the animation and draws the single plots of the animation.

The residual plot in figure 2 shows an example of an animated plot of ŷ (on X-axis) versus ǫ̂ (on

Y -axis) for a model y = β0 + β1xi + β2x2 + ǫ with missing data generated by a non-MAR process

where P (Ri2 = 0) (a value xi2 is missing) depends on x2.

An increasing value of λ gives higher weight to the imputed data in the estimation of the

regression parameters. The center of the residual plot in figure 2 then shifts towards the origin. For

λ = 1 the imputed data have the same weight as the complete data and biased estimated result.

On the other hand, λ = 0 (the complete case estimator) gives consistent estimates as the missing

process is independent of the response y.

6 Conclusions

We have proposed here a possible diagnostic graphical measure to check if the missing pattern in

the data is MCAR or not. The diagnostic tool is derived by studying the relationship with the

diagnostic measure for outlier detection.

The ideas of animated residual plots could be extended in various ways. Imagine a simultaneous

plot of ǫ̂ vs. ŷ vs. Xi in different windows where the windows are linked. By brushing, selected

points of the plot could be highlighted in all the windows and their location or movement can be

studied by changing the value of λ.

Univariate plots of y vs. Xj for all j together with the estimated regression line β̂0 + β̂iXi,

where the points are static (as the imputation does not depend on the weight λ) and the estimated

regression line is dynamic. Again, these plots could be linked as described in Section 5.
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Figure 2: Residual plot of ŷ (X-axis) versus ǫ̂ (Y -axis) for a model y = β0+β1xi+β2x2+ ǫ

with a non-MAR process where P (Ri2 = 0) (a value xi2 is missing) depends on x2. Value
of λ from 0 (top left) to 1 (bottom right).
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Create a null plot where missing values are created artificially by a known MCAR mechanism.

This plot can be used as a means of comparison in order to have an idea of what the plot should

look like under MCAR.
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