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\section*{ABSTRACT}

The coefficient of determination ($R^2$) is used for judging the goodness of fit in a linear regression model. It is the square of the multiple correlation coefficient between the study and explanatory variables based on the sample values. It gives valid results only when the observations are correctly observed without any measurement error. The conventional $R^2$ provides invalid results in the presence of measurement errors in the data because the sample $R^2$ becomes an inconsistent estimator of its population counterpart which is the square of the population multiple correlation coefficient between the study and explanatory variables. The goodness of fit statistics based on the variants of $R^2$ for multiple measurement error models have been proposed in this paper. These variants are based on the utilization of the two forms of additional information from outside the sample. The two forms are the known covariance matrix of measurement errors associated with the explanatory variables and the known reliability matrix associated with the explanatory variables. The asymptotic properties of the conventional $R^2$ and the proposed variants of $R^2$ like goodness of fit statistics have been studied analytically and numerically.
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\section*{1. Introduction}

The linear regression analysis has a prominent role in extracting the statistical information from the data through the determination of relationship between the study and explanatory variables. An adequate linear regression model provides valid statistical inferences on various applications including the forecasting. The success of linear regression analysis lies on the adequacy of the fitted model in explaining the variations in the data set. A popular tool to determine the adequacy of the fitted model is the coefficient of determination and the adjusted version. The coefficient of determination is popularly known as $R^2$ and its adjusted version is called as adjusted $R^2$. They are treated as summary measures for the goodness of fit of any linear regression model. The $R^2$ is based on the proportion of variability of the study variable that can be explained through the knowledge of a given set of explanatory variables. It is the square of the multiple correlation coefficient between the study variable and all the explanatory variables present in the linear regression model. The $R^2$ and its adjusted version are also used for the model selection. For example, if there are several fitted models available from the same data set, then
a model with the least lack of fit is preferred and can be determined based on the values of the coefficient of determination or its adjusted version. Although $R^2$ and its adjusted versions have certain limitations, see [12], but in spite of them, they remain a popular choice among practitioners.


One of the fundamental assumptions in using the coefficient of determination in the linear regression analysis is that all the observations on the study and explanatory variables are correctly observed. Many times in practical situations, the variables are not correctly observable and the measurement errors creep into the data. If the magnitude of measurement errors is negligible, then it may not pose any big challenge to the derived statistical inferences. On the other hand, when the magnitude of measurement errors is large, then it disturbs the optimal properties of the estimators. A serious consequence of measurement errors in linear regression analysis is that the ordinary least squares estimator (OLSE) of the regression coefficients becomes biased and inconsistent. Note that the same OLSE is the best linear unbiased estimator of the regression coefficients in the absence of measurement errors in the data. The coefficient of determination ($R^2$) is a function of OLSE. So consequently, the presence of the measurement error disturbs the properties of $R^2$. The value of $R^2$ obtained by ignoring the measurement errors becomes misleading and may provide incorrect statistical inferences. So we are faced with the question of how to judge the goodness of fit in the linear regression model when the observations are contaminated with measurement errors. Such an issue has never been addressed in the literature, to the best of our knowledge.

It may also be noted that the expression of conventional $R^2$ in the multiple linear regression model is based on the analysis of variance. It is defined as the ratio of the sum of squares due to regression and the total sum of squares. Unfortunately, such analysis of variance in the setup of measurement error models is not possible. This is due to the nonexistence of the moments of the estimators and the complicated structure of moments, if they exist in some cases, see [2,1]. So the only option left is possibly to look at the structure of $R^2$ and adjust it in the framework of the measurement error model so as to reflect the goodness of fit. We have attempted in this direction.

In order to obtain the consistent estimators of regression coefficients in the presence of measurement errors in the data, the OLSE is adjusted for its inconsistency. Such an adjustment is done by using the additional information from outside the sample. Various forms of the multiple information can be used to obtain the consistent estimators, see [3,8] etc. for more details. In the context of the multiple measurement error model, there are two possible forms of additional information which can be used to obtain consistent estimators of the regression coefficient vector. These two forms are based on the knowledge of the covariance matrix of measurement errors associated with explanatory variables and the knowledge of the reliability matrix of explanatory variables, see, e.g. [3,29,9,10,31–33] etc. Since the form of the conventional $R^2$ is directly related to OLSE of the regression coefficient in the no-measurement error linear regression model, an idea to obtain statistics for judging the goodness of fit in the measurement error model can be based on the form of conventional $R^2$. Our objective in this paper is to use both types of available information and obtain an appropriate form of the coefficient of determination which can be used to judge the goodness of fit in the measurement error models.

The plan of the paper is as follows. The multivariate ultrastructural model and the various statistical assumptions are described in Section 2. In Section 3, we demonstrate the inconsistency of the coefficient of determination under the ultrastructural form of the measurement error model. We propose two goodness of fit statistics based on $R^2$-like expressions. These statistics are consistent for the population counterpart of $R^2$ which is the square of the population multiple correlation coefficient. The asymptotic distributions of the proposed $R^2$ like goodness of fit statistics are derived under the specification of the ultrastructural measurement error model in Section 5. In order to study the small sample properties of the proposed goodness of fit statistics, Monte Carlo simulation experiments are conducted. The findings of the simulation study are presented in Section 6 followed by some concluding remarks in Section 7. Lastly, the proof of the results is given in the Appendix.

2. The model

We consider the following exact relationship between the $(n \times 1)$ vector of values of study variable $\eta$ and the $(n \times p)$ matrix $\Xi$ of $n$ values on each of the $p$ explanatory variables:

$$\eta = \alpha 1_n + \Xi \beta,$$

(2.1)
where $\alpha$ is the intercept term, $1_n$ is the $(n \times 1)$ vector of elements unity (1’s), and $\beta$ is the $(p \times 1)$ vector of regression coefficients.

When the observations on the study and explanatory variables are contaminated with measurement errors, then $\eta$ and $\varepsilon$ cannot be accurately observed. We assume that they are observed with additive measurement errors as

$$y = \eta + \varepsilon$$  \hspace{1cm} (2.2)

and

$$X = \Xi + \Delta,$$  \hspace{1cm} (2.3)

respectively. Here, $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)'$ is the $(n \times 1)$ vector of measurement errors associated with $\eta$ and $\Delta = (\delta_1, \delta_2, \ldots, \delta_n)'$ is the $(n \times p)$ matrix of measurement errors associated with the explanatory variables in $\Xi$, respectively. Further, we assume that the true values of explanatory variables are expressible as

$$\Xi = M + \phi,$$  \hspace{1cm} (2.4)

where $M = E(\Xi) = (\mu_1, \mu_2, \ldots, \mu_n)'$ is the $(n \times p)$ matrix of unknown means (constants) of true explanatory variables in $\Xi$ and $\phi = (\phi_1, \phi_2, \ldots, \phi_n)'$ is the random matrix associated with $\Xi$. The $(p \times 1)$ random vectors $\phi_1, \phi_2, \ldots, \phi_n$ of matrix $\Phi$ are assumed to be independently and identically distributed with mean vector 0, covariance matrix $\Sigma_\phi$ and finite fourth moment. We also assume that the $(p \times 1)$ random vectors $\delta_1, \delta_2, \ldots, \delta_n$ of matrix $\Delta$ are assumed to be independently and identically distributed with mean vector 0, covariance matrix $\Sigma_\delta$ and finite moments up to order four. Further, the random variables $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$ are assumed to be independently and identically distributed with mean zero and variance $\sigma_\varepsilon^2$ and finite fourth moment.

Eqs. (2.1)–(2.4) describe the setup of an ultrastructural model (see [5]) which is the synthesis of the structural form and the functional form of the measurement error model, see [11,34–37]. The two forms of the measurement error models, viz., the structural and the functional as well as the classical regression model with no measurement errors, can be obtained as particular cases. When all the row vectors of $M$ are identical, implying that the rows of $X$ are identically and independently distributed, then we get the specification of a structural model. When $\Sigma_\phi$ is equal to a null matrix, implying that $\phi$ is identically equal to the null matrix and consequently the matrix $X$ is fixed but is measured with error, then we obtain the specification of a functional model. When both the matrices $\Sigma_\phi$ and $\Sigma_\delta$ are equal to the null matrix, implying that both $\phi$ and $\delta$ are identically equal to the null matrix, then the $X$ matrix becomes fixed and is measured without any measurement error. In such a situation, we get the specification of the classical regression model. Thus the ultrastructural model facilitates the study of the functional model, the structural model as well as the classical regression model under the same framework.

We further assume that $\lim_{n \to \infty} n^{-1}MPM =: \Sigma_\mu$, which is a symmetric and positive definite matrix where $P = I_n - n^{-1}1_n1_n'$. This assumption is needed for the validity of asymptotic results and avoids the possibility of any trend in the data, see [30].

3. Coefficient of determination in the classical regression model

First we state the definition of convergence in probability and notations used for better understanding.

**Definition.** Let $\{Z_n\}$ be a sequence of random variables defined on some probability space. Then $\{Z_n\}$ is said to converge to the random variable $Z$ if for every $\vartheta > 0$,

$$P(|Z_n - Z| > \vartheta) \to 0 \quad \text{as} \quad n \to \infty.$$  

We say that $\{Z_n\}$ converges to $Z$ on probability as $n$ goes to infinity and is denoted as $\text{plim}_{n \to \infty} Z_n = Z$. The notation plim denotes the “probability in limit”. The probability in limit also indicates the consistency property of an estimator. If $\hat{\sigma}$ is a consistent estimator of $\sigma$, then $\text{plim}_{n \to \infty} \hat{\sigma} = \sigma$.

Next we discuss the performance of $R^2$ in the classical regression model under the usual assumptions. Let us consider the following classical multiple linear regression model where explanatory variables are non-stochastic and measurement errors are absent:

$$y^* = \alpha 1 + X^* \beta + u,$$

where $y^*$ is the $(n \times 1)$ vector of values on the study variable, $X^*$ is the $(n \times p)$ matrix of $n$ values on each of the $p$ non-stochastic explanatory variables, $\alpha$ is the intercept term, $\beta$ is the $(p \times 1)$ vector of regression slopes, and $u$ is the $(n \times 1)$ vector of disturbances. The notation of * denotes that the concerned variables are obtained without any measurement errors.

Under this classical multiple linear regression model, the coefficient of determination is defined as

$$R^2 = \frac{\vec{b}^* (X^* P X^* \vec{b}^*)^2}{y^* P y^*}$$

$$= \frac{y^* P x^* (X^* P X^*)^{-1} X^* P y^*}{y^* P y^*},$$  \hspace{1cm} (3.1)
where $b^* = (X^*P X^*)^{-1}X^*Py^*$ is the ordinary least squares estimator $\beta$. Assuming $E(u) = 0$ and covariance matrix $V(u) = \sigma^2 I$ with other usual assumptions of the classical linear regression analysis, it can be easily shown that

$$\text{plim}_{n \to \infty} (R^2 - \theta^*) = 0,$$

where

$$\theta^* = \frac{\beta' (n^{-1}X^*PX^*) \beta}{\beta' (n^{-1}X^*PX^*) \beta + \sigma^2}$$

denotes the square of the population multiple correlation coefficient between the study and explanatory variables and is the population counterpart of $R^2$. Thus it is established that $R^2$ is a consistent estimator of $\theta^*$. This conclusion remains true only in the absence of measurement errors in the data. It may be noted that $R^2$ is a biased estimator of $\theta^*$.

A systematic study of the properties of $R^2$ and its adjusted version under the normality of disturbances was conducted by Cramer [4]. Ohtani and Giles [26] studied the relative performance of $R^2$ and its adjusted version with respect to the criterion of risk under an absolute error loss function. Relaxing the assumption of normal distribution and considering the multivariate $t$-distribution of errors, Ohtani and Hasegawa [27] analyzed the properties of $R^2$ and its adjusted version in the presence of the specification error. The specification error relates to the mis-specification of the multiple linear regression model with respect to the explanatory variables in the sense that either some important explanatory variables are not included or some unimportant explanatory variables are included in the model. In all these studies, the exact expressions of the properties of $R^2$ and/or its adjusted version turn out to be quite intricate. Consequently, no clear and useful conclusions can be drawn. These expressions are therefore evaluated numerically for some selected values of the parameters and the sample sizes. Obviously, the observations emerging from such numerical exercises are limited in their scope and value.

An alternative route is to follow some asymptotic theory and use it to obtain the suitable approximations for the exact expressions. Generally, the approximations obtained in this way are much simpler in comparison to their exact counterparts and it is not difficult to draw meaningful inferences from them. In fact, the application of asymptotic theory in many situations does not require the assumption of any specific distribution of errors like normal. It may then be sufficient to assume the finiteness of first few moments of the distribution and thus it is possible to draw fairly general conclusions.

Ullah and Srivastava [43] obtained the approximations for the exact moments of $R^2$ by employing the small disturbance asymptotic theory. The conclusions drawn from such approximations have their validity only when $\theta^*$ is near 1, i.e., the case of perfect fit. Thus the use of small disturbance asymptotic theory in analyzing the performance of $R^2$ does not seem to be appropriate and worthwhile; see also [38] who examined the closeness of small disturbance and other asymptotic approximations to the exact results. Srivastava et al. [40] utilized the large sample asymptotic theory and derived the approximations for the biases and mean squared errors of $R^2$ and its adjusted version.

Now we illustrate the performance of the coefficient of determination in the measurement error model. Note that Eqs. (2.1)–(2.2) can jointly be written as

$$y = \alpha 1_n + \Xi \beta + \epsilon.$$  \hspace{1cm} (3.2)

Under the model (3.2), the coefficient of determination can be defined along similar lines as in the case of the classical regression model without measurement errors as

$$R^2 = \frac{y' P \Xi (\Xi' P \Xi)^{-1} \Xi' P y}{y' Py}. \hspace{1cm} (3.3)$$

Let $\Sigma^\dagger \equiv \text{plim}_{n \to \infty} n^{-1} \Xi' P \Xi$, then

$$\text{plim}_{n \to \infty} (R^2 - \theta^1) = 0,$$

where

$$\theta^1 = \frac{\beta' \Sigma^\dagger \beta}{\beta' \Sigma^\dagger \beta + \sigma^2_t}$$

is the square of the population multiple correlation coefficient. So this establishes a sort of similarity between the coefficients of determination in the linear regression models under two cases, viz., with and without measurement errors.

4. Goodness of fit statistics in the measurement error model

The matrix $\Xi$ is not observable in the measurement error model. The values of explanatory variables can only be observed as $X$ with measurement errors given by $\Delta$. So we replace the unobservable $\Xi$ by observable $X$ in (3.3) and attempt to obtain the expression for the goodness of fit statistics based on the form of the coefficient of determination as follows:

$$R^2 = \frac{y' P X (X' P X)^{-1} X' P y}{y' Py}. \hspace{1cm} (4.1)$$
In case, \(X\) has no measurement errors, then the coefficient of determination defined in (4.1) is consistent for estimating the parameter

\[
\theta = \frac{\beta' \Sigma \beta}{\beta' \Sigma \beta + \sigma^2_{\epsilon}},
\]

(4.2)

where \(\Sigma := \text{plim}_{n \to \infty} n^{-1}X'PX\). The ordinary least squares estimate of the regression coefficient becomes inconsistent in the presence of measurement errors in the data. Several approaches are available to find the consistent estimators of regression coefficients in the multiple measurement error models, e.g., use of additional information from outside the sample, instrumental variable method etc. We use the approach based on the use of additional information from outside the sample. There are two popular forms of information which can be used. These forms are the known covariance matrix of measurement errors associated with the explanatory variables and the known reliability matrix associated with the explanatory variables.

First we investigate the consistency of conventional \(R^2\) for the parameter \(\theta\) in the presence of measurement errors in the model. We present some results in Lemma 1 which are useful in establishing the inconsistency of conventional \(R^2\) defined in (4.1).

**Lemma 1.** Under the model (2.1)-(2.4) and the assumptions made in Section 2, we have the following results.

(i) \(\text{plim}_{n \to \infty} n^{-1}X'PX = \Sigma_{\mu} + \Sigma_{\phi} + \Sigma_{\delta} = \Sigma\),

(ii) \(\text{plim}_{n \to \infty} n^{-1}X'Py = (\Sigma - \Sigma_{\delta})\beta\),

(iii) \(\text{plim}_{n \to \infty} n^{-1}y'Py = \beta'(\Sigma - \Sigma_{\delta})\beta + \sigma^2_{\epsilon}\),

(iv) \(\lim_{n \to \infty} \Sigma_x = \Sigma\), where \(\Sigma_x = n^{-1}M'PM + \Sigma_{\phi} + \Sigma_{\delta}\).

Proof of the lemma is omitted.

**Theorem 1.** Under the results of Lemma 1, the probability in limit of conventional \(R^2\) under the ultrastructural model (2.1)-(2.4) is

\[
\text{plim}_{n \to \infty} R^2 = \frac{\beta'(\Sigma - \Sigma_{\delta})\Sigma^{-1}(\Sigma - \Sigma_{\delta})\beta}{\beta'(\Sigma - \Sigma_{\delta})\beta + \sigma^2_{\epsilon}}.
\]

Clearly, under the measurement error models, \(\text{plim}_{n \to \infty} R^2 \neq \theta\), in general. This proves that the \(R^2\) is an inconsistent estimator of \(\theta\) under this setup.

Consequently, the conclusions obtained by using the conventional \(R^2\) to judge the goodness of the fitted linear regression model will be misleading if the data has measurement errors. Therefore it is not advisable to use the conventional coefficient of determination \((R^2)\) as a tool to decide about the goodness of fit in the measurement error models.

In order to provide a goodness of fit statistic based on the structure of the coefficient of determination, we would like to develop the statistic which is at least a consistent estimator of \(\theta\) in the presence of measurement errors in the model. The property of unbiasedness is difficult to meet. To fulfill such a requirement, we need some additional information from outside the sample. Such additional information is the same as that is required to estimate \(\beta\) consistently. We consider here two cases. In the first case, we assume that the common covariance matrix of measurement error vectors \(\delta_i, (i = 1, 2, \ldots, n)\) is known. In the second case, we assume that the reliability matrix of the explanatory variables is known. Such additional information can be available from various resources like the past experience of the researcher, from some similar kind of studies done in the past, some pilot survey etc.

In case such additional information is not available but if the repeated data are available, then such information can be estimated from the sample itself. The forms of the proposed goodness of fit statistics remain the same under the repeated multiple measurement error model and they can be obtained just by replacing \(\Sigma_{\delta}\) or \(K_0\) by their respective estimated values. The asymptotic distributions of the statistics thus obtained will be different than those reported in this paper. Deriving these expressions is out of the purview of this paper.

### 4.1. \(\Sigma_{\delta}\) is known

We attempt to obtain a goodness of fit statistic based on the form of the coefficient of determination which should be at least consistent for estimating the parametric function \(\theta\) as in (4.2). To do so, we look for the consistent estimators of \(\beta' \Sigma \beta\) and \(\sigma^2_{\epsilon}\). Then replace \(\beta' \Sigma \beta\) and \(\sigma^2_{\epsilon}\) by their respective consistent estimators in \(\theta\). Such derived statistic will be a \(R^2\)-like statistic for estimating \(\theta\). This can be used to check the goodness of fit and considered like the sample \(R^2\) for the measurement error model.

When the covariance matrix \(\Sigma_{\delta}\) is known, the consistent estimator of \(\beta\) in the ultrastructural model (2.1)-(2.4) is given by

\[
b_{\delta} = (S - \Sigma_{\delta})^{-1}Sb,
\]

(4.3)
where \( S = n^{-1}X'PX \) and
\[
b = (X'PX)^{-1}X'Py
\]
is the OLSE of \( \beta \), see [2,8]. We now present Lemma 2 which is a direct consequence of the fact that \( \text{plim}_{n \to \infty} b_k = \beta \) and Lemma 1:

**Lemma 2.**
\[
\text{plim}_{n \to \infty} \{n^{-1}y'Py - b'_k(S - \Sigma_b)b_k\} = \sigma^2_e.
\]

Using Lemmas 1(i), 2 and \( b_k \) in (4.3), we propose a new goodness of fit statistic based on the form of the coefficient of determination under the knowledge of \( \Sigma_b \) as
\[
R^2 = \frac{b'_k Sb_k}{b'_k Sb_k + \{n^{-1}y'Py - b'_k(S - \Sigma_b)b_k\}}
\]
\[
= \frac{b'_k Sb_k}{n^{-1}y'Py + b'_k \Sigma_b b_k}, \quad 0 \leq R^2 \leq 1,
\]
provided \( b'_k Sb_k \geq n^{-1}y'Py + b'_k \Sigma_b b_k \). In case \( b'_k Sb_k < n^{-1}y'Py + b'_k \Sigma_b b_k \), we take the value of \( R^2 \) as 1.

So the modified coefficient of determination like statistic under the assumption of known \( \Sigma_b \) can possibly be defined as
\[
R^2 = \min \left( \frac{b'_k Sb_k}{n^{-1}y'Py + b'_k \Sigma_b b_k}, 1 \right).
\]

It can be seen that
\[
\text{plim}_{n \to \infty} R^2 = \theta.
\]

Thus the proposed goodness of fit statistic \( R^2 \) can be used to judge the goodness of fit in the linear measurement error model in place of the traditional \( R^2 \).

### 4.2. Reliability matrix is known

The reliability ratio is defined as the ratio of the variances of true and observed values of the explanatory variable. The reliability matrix is the multivariate generalization of reliability ratios. The reliability matrix is defined as
\[
K_x = \Sigma_x^{-1}(\Sigma_x - \Sigma_b).
\]

When \( K_x \) is known, then the consistent estimator of \( \beta \) in ultrastructural model (2.1)–(2.4) is given by
\[
b_k = K_x^{-1}b,
\]
see [2,8]. This estimator has its own advantages, see [9,10] for more details. For example, this estimator can be obtained by obtaining the OLSE. We now present a lemma which is a direct consequence of the result \( \text{plim}_{n \to \infty} b_k = \beta \) and Lemma 1:

**Lemma 3.**
\[
\text{plim}_{n \to \infty} \{n^{-1}y'Py - b'_k SKb_k\} = \sigma^2_e.
\]

Using Lemmas 1(i), 3 and \( b_k \) in (4.7), we propose a new goodness of fit statistic based on the form of the coefficient of determination under the knowledge of \( K_x \), as
\[
R^2 = \frac{b'_k Sb_k}{b'_k Sb_k + \{n^{-1}y'Py - b'_k SKb_k\}}
\]
\[
= \frac{b'_k Sb_k}{n^{-1}y'Py + b'_k S(l_p - K_x)b_k}; \quad 0 \leq R^2 \leq 1,
\]
provided \( b'_k Sb_k \geq n^{-1}y'Py + b'_k S(l_p - K_x)b_k \). In case \( b'_k Sb_k < n^{-1}y'Py + b'_k S(l_p - K_x)b_k \), we take the value of \( R^2 \) as 1. So the modified coefficient of determination like statistic under the assumption of the known reliability matrix can be defined as
\[
R^2 = \min \left( \frac{b'_k Sb_k}{n^{-1}y'Py + b'_k S(l_p - K_x)b_k}, 1 \right).
\]

Using the results of Lemma 1 and the consistency of \( b_k \) for estimating \( \beta \), it can be proved that \( \text{plim}_{n \to \infty} R^2 = \theta \). Thus, it is clear that the proposed coefficient of determination like statistic \( R^2 \) is a better choice as a measure of goodness of fit in the linear measurement error model in place of the conventional \( R^2 \).
4.3. Relation between the estimated reliability matrix and known $\Sigma_\delta$ cases

When $K_x$ is known, then $\beta$ is consistently estimated by $b_k$ in (4.7). The case of the known reliability matrix in obtaining the consistent estimates of the regression coefficient received more attention after the work of [9]. He suggested that if the reliability matrix is not known from outside the sample and somehow if it is possible to estimate it as $\hat{K}_x$, then the consistent estimator of $\beta$ is given by

$$\hat{b}_k = \hat{K}_x^{-1} b$$  \hspace{1cm} (4.10)

where $b$ in (4.4) is the ordinary least squares estimator of $\beta$ based on the measurement error ridden observed values of the study and explanatory variables. An interesting observation arises which gives a one-to-one relationship between the two cases of $\hat{K}_x$ and known $\Sigma_\delta$ as follows.

If $\Sigma_\delta$ is known, then

$$b_\delta = (S - \Sigma_\delta)^{-1} S b$$

where $\Sigma_\delta$ is estimated by $\hat{\Sigma}_x = \frac{1}{n} X' P X = S$. Then $K_x = \Sigma_x^{-1}(\Sigma_x - \Sigma_\delta)$ can be estimated as

$$\hat{K}_x = S^{-1}(S - \Sigma_x)$$
$$= I - S^{-1} \Sigma_\delta.$$  \hspace{1cm} (4.11)

In such a case

$$b_k = K_x^{-1} b$$
$$\Rightarrow \hat{b}_k = \hat{K}_x^{-1} b$$
$$= (S - \Sigma_\delta)^{-1} S b$$
$$= b_\delta.$$  \hspace{1cm} (4.12)

If $K_x$ is known

$$K_x = \Sigma_x^{-1}(\Sigma_x - \Sigma_\delta)$$
$$= I_p - \Sigma_x^{-1} \Sigma_\delta$$
$$\Rightarrow \Sigma_x^{-1} \Sigma_\delta = I_p - K_x$$

then $\Sigma_\delta$ can be estimated by

$$S^{-1} \hat{\Sigma}_\delta = I_p - K_x$$
$$\Rightarrow \hat{\Sigma}_\delta = S - SK_x.$$

Thus

$$\hat{b}_\delta = (S - \hat{\Sigma}_\delta)^{-1} S b$$
$$= (SK_x)^{-1} S b$$
$$= K_x^{-1} b$$
$$= b_k.$$  \hspace{1cm} (4.13)

The relationships (4.12) and (4.13) indicate that if either $\Sigma_\delta$ is known or $K_x$ is estimated, then both the estimators, viz., $b_\delta$ or $b_k$ can be determined from each other.

In our case, if $\Sigma_\delta$ is known or $K_x$ is estimated, then the corresponding coefficient of determination can be determined directly. Moreover, we can also conclude that both $R_\delta^2$ and $R_k^2$ converge to $\theta$. So the large sample behavior of $R_\delta^2$ and $R_k^2$ may be similar but their finite sample properties may differ. Moreover, if $\Sigma_\delta = \sigma_\delta^2 I$, then the problem reduces to simply knowing the value of $\sigma_\delta^2$.

Also, the behavior of values of the coefficient of determination in the two cases, viz., known $K_x$ or estimated $K_x$ will differ in finite sample cases. Their large sample behavior may not differ much and may be the same in some cases.

5. Asymptotic properties

The finite sample properties of $R_\delta^2$ and $R_k^2$ depend on the values of $b_\delta$ and $b_k$. The moments of $b_\delta$ do not exist, see [2, p. 58] and [1]. The asymptotic distribution exists even when the exact distributions do not exist. So we derive the asymptotic distribution of the proposed statistics. We have considered a general structure of $\Sigma_\delta$ and $\Sigma_\phi$ and we also have assumed the existence and finiteness of the moments of $\phi$ and $\delta$ up to order four in terms of the respective coefficients of skewness and kurtosis. No form of the distributions of $\phi$ and $\delta$ are assumed. It is difficult to define the matrix variants of the measures of
skewness and kurtosis which are needed in deriving the asymptotic distributions of \( R_3^2 \) and \( R_4^2 \). So for the sake of simplicity and to derive the asymptotic distribution, we assume, without loss of generality, that all the data is mean corrected and for \( \Sigma_i = \sigma_i^2 I_p \) and \( \Sigma_\phi = \sigma_\phi^2 I_n \). First we specify the distributional assumptions under this setup. We assume that the elements of \( \Delta, \delta_i, (i = 1, 2, \ldots, n; j = 1, 2, \ldots, p) \) are independent and identically distributed random variables with mean 0, variance \( \sigma_i^2, \sigma_j^2 \), third moment \( \gamma_{13} \sigma_i^3 \) and fourth moment \( (\gamma_{23} + 3)\sigma_i^4 \). Similarly, elements of \( \Phi, \phi_i, (i = 1, 2, \ldots, n; j = 1, 2, \ldots, p) \) are assumed to be independent and identically distributed with first four finite moments given by \( 0, \sigma_i^2, \gamma_{10} \sigma_i^3 \) and \( (\gamma_{20} + 3)\sigma_i^4 \), respectively. Likewise it is also assumed that the elements of \( \epsilon, \epsilon_i, (i = 1, 2, \ldots, n) \) are independent and identically distributed with first four finite moments given by \( 0, \sigma_\epsilon^2, \gamma_{10} \sigma_\epsilon^3 \) and \( (\gamma_{20} + 3)\sigma_\epsilon^4 \), respectively. Here, for a random variable \( Z \), \( \gamma_{12} \) and \( \gamma_{22} \) denote the Pearson’s coefficients of skewness and kurtosis of the random variable \( Z \). Further, \( \epsilon, \epsilon_i, \phi_i \) for all \( i = 1, 2, \ldots, n; j = 1, 2, \ldots, p \) are also assumed to be statistically independent of each other. We further assume that the \( n \)th row of matrix \( M \) converges to \( \alpha_n \). Consequently, we have \( \lim_{n \to \infty} n^{-1} M \mu = \lim_{n \to \infty} n^{-1} M \mu = \sigma_n \alpha_n = \Sigma_n \). We define the following quantities which are useful in deriving the asymptotic distributions of \( R_3^2 \) and \( R_4^2 \). Let

\[
H = \sqrt{n}(S - \Sigma), \\
h = \sqrt{n}(n^{-1}X'(\epsilon - \Delta \beta) + \sigma_\epsilon^2 \beta), \\
g = \sqrt{n}(n^{-1}X'(\epsilon - \Delta \beta)'(\epsilon - \Delta \beta) - \sigma_\epsilon^2 - \sigma_\epsilon^2 \beta' \beta).
\]

where \( S = n^{-1}X'PX = n^{-1}X'X \). We present a lemma which is used to derive the asymptotic results:

**Lemma 4**. Let \( \{d_n\} \) be a sequence of \((p \times 1)\) non-stochastic vectors such that \( \lim_{n \to \infty} d_n = d \). Then, as \( n \to \infty \),

\[
\begin{pmatrix} Hd_n \\ h \\ g \end{pmatrix} \xrightarrow{d} N(2p+1) \begin{pmatrix} \Omega_{11}(dd') & \Omega_{12}(d) & \Omega_{13}(d) \\ \Omega_{21}(d) & \Omega_{22} & \Omega_{23}(d) \\ \Omega_{31}(d) & \Omega_{32}(d) & \Omega_{33} \end{pmatrix}
\]

where

\[
\Omega_{11}(dd') = \left( \sigma_\epsilon^2 + \sigma_\phi^2 \right) \left[ \Sigma \{ dd' + (d'd)l_p \} + dd' \sigma_\epsilon \sigma_\mu' + (d'd) \sigma_\epsilon \sigma_\mu' \right] \\
+ \left( \gamma_{10} \sigma_\epsilon^3 + \gamma_{12} \sigma_\epsilon^3 \right) \left[ f(\sigma_\mu, 1_p', dd') + f(\sigma_\mu, 1_p', dd')' \right] \\
+ 2f(l_p, 1_p, \sigma_\epsilon \sigma_\mu'), \quad \Omega_{21}(d) = -\sigma_\epsilon \Sigma \{ dd' + (d'd)l_p \} + \gamma_{13} \sigma_\epsilon \left[ f(\sigma_\mu, 1_p', \beta'd') + f(\sigma_\mu, 1_p', \beta'd')' \right] \\
+ f(l_p, dd', \sigma_\epsilon \sigma_\mu'), \quad \Omega_{31}(d) = \left( \gamma_{15} \sigma_\epsilon \sigma_\mu' \right) f(\sigma_\mu, \beta_3 1_p, \beta_2 1_p, \beta_2 1_p, \beta_2 1_p, \beta_2 1_p),
\]

\[
\Omega_{12}(d) = \left( \sigma_\epsilon + \sigma_\phi \beta' \right) \Sigma + \sigma_\epsilon \beta' + \gamma_{12} \sigma_\epsilon \left[ f(\sigma_\mu, 1_p', \beta_3 1_p') + f(\sigma_\mu, 1_p', \beta_3 1_p')' \right] \\
+ \gamma_{23} \sigma_\epsilon f(l_p, \beta_3 1_p, \beta_2 1_p), \quad \Omega_{22} = 2(\sigma_\epsilon + \sigma_\phi \beta' \beta) \Sigma + \sigma_\phi \beta' + \gamma_{23} \sigma_\phi f(l_p, \beta_3 1_p, \beta_2 1_p), \quad \Omega_{32}(d) = \left( \gamma_{15} \sigma_\epsilon \sigma_\mu' \right) f(l_p, dd', \sigma_\epsilon \sigma_\mu'), \quad \Omega_{33} = \beta_3 - \gamma_{13} \sigma_\epsilon \sigma_\mu' - \gamma_{15} \sigma_\epsilon \sigma_\mu' - \gamma_{23} \sigma_\phi f(l_p, \beta_3 1_p, \beta_2 1_p, \beta_2 1_p, \beta_2 1_p, \beta_2 1_p, \beta_2 1_p). \]

where the function \( f : \mathbb{R}^{p \times p} \times \mathbb{R}^{p \times p} \to \mathbb{R}^{p \times p} \) is defined as \( f(Z_1, Z_2) = Z_1(Z_2 * l_p) \) for \( Z_1, Z_2 \in \mathbb{R}^{p \times p}, * \) denotes the Hadamard product operator of matrices and \( \xrightarrow{d} \) denotes the convergence in distribution.

Proof of Lemma 4 is detailed in the Appendix.

**Theorem 2**. The asymptotic distribution of \( R_3^2 \) as \( n \to \infty \) is given by

\[
\sqrt{n} \begin{pmatrix} R_3^2 - \frac{\beta' \Sigma \beta}{\beta' \Sigma \beta + \sigma_\epsilon^2} \end{pmatrix} \xrightarrow{d} N\left(0, \frac{1}{(\beta' \Sigma \beta + \sigma_\epsilon^2)^2} \Omega_3 \Omega_3 \right),
\]

where \( \Omega_3 = \begin{pmatrix} \Omega_{11}(\beta \beta') & \Omega_{12}(\beta) & \Omega_{13}(\beta) \\ \Omega_{21}(\beta) & \Omega_{22} & \Omega_{23}(\beta) \\ \Omega_{31}(\beta) & \Omega_{32}(\beta) & \Omega_{33} \end{pmatrix} \) and \( \Omega_3 = \left( 2 \sigma_\epsilon^2 (\Sigma - \sigma_\epsilon^2 1_p I_p)^{-1} \beta \right) \beta \). Here \( \Omega_{11}(\beta \beta'), \Omega_{22}(\beta \beta) \) and \( \Omega_{33}(\beta \beta) \) are obtained by replacing \( d \) by \( \beta \) in the covariance matrix given in Lemma 4.
Proof. Using (4.5), (2.1)–(2.4), (5.1)–(5.3), we have

\[
\sqrt{n} \left( R^2_k - \frac{\beta' \Sigma \beta}{\beta' \Sigma \beta + \sigma^2} \right) = \frac{1}{(\beta' \Sigma \beta + \sigma^2)^2} \left[ \sigma^2 \beta' H \beta + 2 \sigma^2 \beta' (\Sigma - \sigma^2 I_p) \Sigma^{-1} h + \beta' \Sigma \beta g \right] + o_p(1)
\]

= \frac{1}{(\beta' \Sigma \beta + \sigma^2)^2} \left( \sigma^2 \beta', 2 \sigma^2 \beta' (\Sigma - \sigma^2 I_p) \Sigma^{-1}, -\beta' \Sigma \beta \right) \begin{pmatrix} Hg \\ \beta \end{pmatrix} + o_p(1). \tag{5.10}

Using (5.10), Slutsky’s lemma and Lemma 4, we derive the asymptotic distribution of \( R^2_k \) in the next theorem.

Theorem 3. The asymptotic distribution of \( R^2_k \) as \( n \to \infty \) is given by

\[
\sqrt{n} \left( R^2_k - \frac{\beta' \Sigma \beta}{\beta' \Sigma \beta + \sigma^2} \right) \xrightarrow{d} N \left( 0, \omega_k \Omega_k \omega_k \right),
\]

where

\[
\omega_k = \begin{pmatrix}
\sigma^2 \beta', \\
(\Sigma K_x)^{-1} \{ \sigma^2 I_p - (I_p - K_x) \Sigma \beta' \Sigma \beta \} (\Sigma K_x)^{-1} \Sigma \beta (\sigma^2 \beta' - \beta' \Sigma \beta) \\
\beta' \Sigma \beta
\end{pmatrix},
\]

\[
\Omega_k = \begin{pmatrix}
\Omega_{hh}(\beta' \beta') & \Omega_{h}(\beta' \beta')(I_p - K_x) & \Omega_{h}(\beta') & \Omega_{gh}(\beta) \\
\Omega_{h}(\beta')(I_p - K_x) & \Omega_{hh}(I_p - K_x) \beta' (I_p - K_x) & \Omega_{h}(I_p - K_x) \beta & \Omega_{gh}(I_p - K_x) \beta \\
\Omega_{hh}(\beta) & \Omega_{hh}(I_p - K_x) \beta & \Omega_{h} & \Omega_{gh} \\
\Omega_{gh}(\beta) & \Omega_{gh}(I_p - K_x) \beta & \Omega_{gh} & \Omega_{g}
\end{pmatrix},
\]

and the elements of the asymptotic covariance matrix are obtained using (5.4)–(5.9) in Lemma 4.

Proof. Using (4.8), (2.1)–(2.4), (5.1)–(5.3), we have

\[
\sqrt{n} \left( R^2_k - \frac{\beta' \Sigma \beta}{\beta' \Sigma \beta + \sigma^2} \right) = \frac{1}{(\beta' \Sigma \beta + \sigma^2)^2} \left[ \sigma^2 \beta' H \beta + \beta' \Sigma \{ \sigma^2 I_p - \beta' \Sigma (I_p - K_x) \} (\Sigma K_x)^{-1} H (I_p - K_x) \beta \\
+ (\sigma^2 - \beta' \Sigma \beta) \beta' \Sigma (I_p - K_x) \Sigma^{-1} h + \beta' \Sigma \beta g \right] + o_p(1)
\]

= \frac{1}{(\beta' \Sigma \beta + \sigma^2)^2} \left( \sigma^2 \beta', \beta' \Sigma \{ \sigma^2 I_p - \beta' \Sigma (I_p - K_x) \} (\Sigma K_x)^{-1}, \beta' \Sigma \beta \right) \begin{pmatrix} H \beta \\ h \end{pmatrix} + o_p(1).

As a consequence of Lemma 4, it is easy to show that

\[
\begin{pmatrix} H \beta \\ H (I_p - K_x) \beta \end{pmatrix} \xrightarrow{d} N_{(2p+1)} \left( 0, \Omega_k \right).
\]

Thus, using Slutsky’s lemma, the theorem is proved.

6. Simulation study

The asymptotic distributions of \( R^2_k \) and \( R^2_k \) give us an idea about the behavior of their properties when the sample size grows large. In order to investigate the properties of these estimators in the finite samples, we conducted the Monte Carlo simulation experiments. To understand the effect of various involved variances more clearly, we assume that \( \Sigma = \sigma^2 I_p \) and \( \Sigma = \sigma^2 I_p \). We have also conducted the simulation for the general structures of \( \Sigma = \sigma^2 I_p \) and \( \Sigma = \sigma^2 I_p \) which can include the heteroskedastic and/or correlated errors and their findings are reported. Since we have not assumed any distributional assumptions like normality for any of the measurement errors or the random error component in deriving the asymptotic distributions, we consider the following three choices of the distributions based on their coefficients of skewness and kurtosis to conduct the simulations. We choose

(i) normal distribution,
(ii) \( t \)-distribution with 6 degrees of freedom and
(iii) gamma distribution with parameters \((τ_1, τ_2, τ_3)\), where \(τ_1 = τ_2 τ_3\) and \((τ_2, τ_3)\) ∈ 
\[(3, \sqrt{\frac{σ^2}{3}}), (3, \sqrt{\frac{σ^2}{3}}), (3, \sqrt{\frac{σ^2}{3}})\]. Here \(τ_1\) is the location parameter, \(τ_2\) is the shape parameter and \(τ_3\) is the scale parameter.

Note that the normal distribution has zero values for both the coefficients of skewness and kurtosis, gamma distribution has both nonzero values for the coefficients of skewness and kurtosis whereas \(t\)-distribution has only nonzero coefficient of kurtosis but zero coefficient of skewness. An inter comparison of the simulated values of bias and mean squared errors from these three distributions will give an idea about the effect of departure from normality on the properties of \(R_2^2\) and \(R_3^2\). Moreover, the random observations from the three distributions have been suitably scaled so that for any particular combination of the variances, the generated random values from all the three distributions have the same means and the same variances. Various combinations of the values of variances \((\sigma^2, \sigma^2, \sigma^2)\) and \(σ^2\) are considered so as to reflect the broad spectrum of smaller variances to large variances and also a combination of them. We obtained the empirical absolute bias and the empirical mean squared errors of \(R_2^2\), \(R_3^2\) and \(R_4^2\) based on 25,000 repetitions. Since our main interest is in the magnitude of bias, we have considered the absolute bias. The empirical values of absolute bias are presented in Tables 1–3 and the empirical mean squared errors are presented in Tables 4–6 based on the chosen sample sizes \(n = 20, 50\). In order to save space, we are not providing the matrix \(M\) here. However, as per the assumption taken in Section 5, we adopted such matrix \(M\) as the \(n\)th row of it which converges to \(σ^2 = 0.2 4 1 3\), as \(n → ∞\).

The statistics \(R_2^2\), \(R_3^2\) and \(R_4^2\) are expected to reflect the goodness of fit. If the model itself has certain defects and measurement errors are also too high, then a lower value of \(R_2^2\), \(R_3^2\) and \(R_4^2\) may not truly reveal the goodness of fit as the lower values may be occurring due to in built model defects as well. In order to avoid such situations, we have first considered a good model to generate the data with higher value of \(θ\) so that the values of \(R_2^2\), \(R_3^2\) and \(R_4^2\) reflect the effect of measurement errors only. This is done in the results presented in Tables 1–7 where \(θ = 0.9\) is considered for generating the data. Next, we also studied the effect of measurement errors on the values of \(R_2^2\), \(R_3^2\) and \(R_4^2\) when the data is generated from a reasonably large range of values of \(θ\). This is done for the structural model and the results are presented in Table 8.

### Table 1

<table>
<thead>
<tr>
<th>((σ^2, σ^2, σ^2))</th>
<th>(AB(R_2^2))</th>
<th>(AB(R_3^2))</th>
<th>(AB(R_4^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0.5, 0.5, 0.5))</td>
<td>0.2671</td>
<td>0.0451</td>
<td>0.0815</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.5))</td>
<td>0.2734</td>
<td>0.0450</td>
<td>0.0864</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.1812</td>
<td>0.0250</td>
<td>0.0582</td>
</tr>
<tr>
<td>((2.0, 2.0, 0.5))</td>
<td>0.6080</td>
<td>0.1953</td>
<td>0.1417</td>
</tr>
<tr>
<td>((0.5, 0.2, 0.2))</td>
<td>0.1838</td>
<td>0.0255</td>
<td>0.0668</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.2))</td>
<td>0.6103</td>
<td>0.1922</td>
<td>0.1421</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.4994</td>
<td>0.1525</td>
<td>0.1596</td>
</tr>
<tr>
<td>((2.0, 0.2, 0.2))</td>
<td>0.4996</td>
<td>0.1406</td>
<td>0.1593</td>
</tr>
<tr>
<td>((0.5, 0.2, 0.2))</td>
<td>0.3056</td>
<td>0.0244</td>
<td>0.0730</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.2))</td>
<td>0.3115</td>
<td>0.0258</td>
<td>0.0793</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.1811</td>
<td>0.0151</td>
<td>0.0438</td>
</tr>
<tr>
<td>((2.0, 2.0, 0.5))</td>
<td>0.6931</td>
<td>0.1061</td>
<td>0.1773</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>((σ^2, σ^2, σ^2))</th>
<th>(AB(R_2^2))</th>
<th>(AB(R_3^2))</th>
<th>(AB(R_4^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0.5, 0.5, 0.5))</td>
<td>0.2812</td>
<td>0.0537</td>
<td>0.0943</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.5))</td>
<td>0.2842</td>
<td>0.0535</td>
<td>0.0969</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.1920</td>
<td>0.0335</td>
<td>0.0691</td>
</tr>
<tr>
<td>((2.0, 0.5, 2.0))</td>
<td>0.6108</td>
<td>0.2092</td>
<td>0.1428</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.1933</td>
<td>0.0332</td>
<td>0.0703</td>
</tr>
<tr>
<td>((2.0, 0.5, 2.0))</td>
<td>0.6121</td>
<td>0.2086</td>
<td>0.1445</td>
</tr>
<tr>
<td>((0.5, 2.0, 2.0))</td>
<td>0.5049</td>
<td>0.1595</td>
<td>0.1647</td>
</tr>
<tr>
<td>((2.0, 0.5, 2.0))</td>
<td>0.5045</td>
<td>0.1580</td>
<td>0.1643</td>
</tr>
<tr>
<td>((0.5, 0.5, 5.0))</td>
<td>0.3180</td>
<td>0.0360</td>
<td>0.0860</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.5))</td>
<td>0.3217</td>
<td>0.0359</td>
<td>0.0901</td>
</tr>
<tr>
<td>((0.5, 0.5, 0.5))</td>
<td>0.1894</td>
<td>0.0219</td>
<td>0.0524</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.5))</td>
<td>0.6917</td>
<td>0.1219</td>
<td>0.1750</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.1901</td>
<td>0.0215</td>
<td>0.0531</td>
</tr>
<tr>
<td>((2.0, 0.5, 0.5))</td>
<td>0.6924</td>
<td>0.1203</td>
<td>0.1765</td>
</tr>
<tr>
<td>((0.5, 2.0, 0.5))</td>
<td>0.51333</td>
<td>0.0676</td>
<td>0.1367</td>
</tr>
<tr>
<td>((2.0, 0.2, 0.2))</td>
<td>0.5136</td>
<td>0.0665</td>
<td>0.1374</td>
</tr>
<tr>
<td>n = 20</td>
<td>(σ^2_ϵ, σ^2_φ, σ^2_δ)</td>
<td>AB(R^2_2)</td>
<td>AB(R^2_δ)</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------</td>
<td>------------</td>
<td>------------</td>
</tr>
<tr>
<td>(0.5, 0.5, 0.5)</td>
<td>0.2777</td>
<td>0.0514</td>
<td>0.0909</td>
</tr>
<tr>
<td>(2.0, 0.5, 0.5)</td>
<td>0.2814</td>
<td>0.0515</td>
<td>0.0939</td>
</tr>
<tr>
<td>(0.5, 2.0, 0.5)</td>
<td>0.1899</td>
<td>0.0314</td>
<td>0.0669</td>
</tr>
<tr>
<td>(0.5, 0.5, 2.0)</td>
<td>0.6092</td>
<td>0.2079</td>
<td>0.1427</td>
</tr>
<tr>
<td>(2.0, 0.5, 2.0)</td>
<td>0.1908</td>
<td>0.0311</td>
<td>0.0677</td>
</tr>
<tr>
<td>(2.0, 0.5, 2.0)</td>
<td>0.6112</td>
<td>0.2062</td>
<td>0.1425</td>
</tr>
<tr>
<td>(0.5, 2.0, 2.0)</td>
<td>0.5049</td>
<td>0.1559</td>
<td>0.1644</td>
</tr>
<tr>
<td>(2.0, 2.0, 2.0)</td>
<td>0.5114</td>
<td>0.0618</td>
<td>0.1346</td>
</tr>
<tr>
<td>n = 50</td>
<td>(σ^2_ϵ, σ^2_φ, σ^2_δ)</td>
<td>AB(R^2_2)</td>
<td>AB(R^2_δ)</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------</td>
<td>------------</td>
<td>------------</td>
</tr>
<tr>
<td>(0.5, 0.5, 0.5)</td>
<td>0.3136</td>
<td>0.0317</td>
<td>0.0815</td>
</tr>
<tr>
<td>(2.0, 0.5, 0.5)</td>
<td>0.3182</td>
<td>0.0327</td>
<td>0.0863</td>
</tr>
<tr>
<td>(0.5, 2.0, 0.5)</td>
<td>0.1871</td>
<td>0.0197</td>
<td>0.0499</td>
</tr>
<tr>
<td>(0.5, 0.5, 2.0)</td>
<td>0.6907</td>
<td>0.1180</td>
<td>0.1762</td>
</tr>
<tr>
<td>(2.0, 2.0, 0.5)</td>
<td>0.1885</td>
<td>0.0195</td>
<td>0.0514</td>
</tr>
<tr>
<td>(2.0, 0.5, 2.0)</td>
<td>0.6920</td>
<td>0.1175</td>
<td>0.1762</td>
</tr>
<tr>
<td>(0.5, 2.0, 2.0)</td>
<td>0.5049</td>
<td>0.0614</td>
<td>0.1319</td>
</tr>
<tr>
<td>(2.0, 2.0, 2.0)</td>
<td>0.5114</td>
<td>0.0618</td>
<td>0.1346</td>
</tr>
</tbody>
</table>

First we analyze the values of absolute bias and mean squared errors of R^2 from Tables 1–3. Looking at these values, we observe that the values of the absolute bias and the mean squared errors of R^2 do not change when the sample size increases and it remains true for all the considered combinations of variances (σ^2_ϵ, σ^2_φ, σ^2_δ) and under all the three distributions. On
the other hand, the values of the absolute bias and the values of the mean squared errors of $R^2$ and $R_k^2$ decrease when the sample size increases. This verifies the analytical results proved in the earlier section. This is due to the reason that $R^2$ is an inconsistent estimator of $\theta$, while both $R_k^2$ and $R^2$ are the consistent estimators of $\theta$. Moreover, the values of absolute bias and mean squared errors of $R_k^2$ and $R^2$ are much smaller than the values of $R^2$. In fact, the obtained values of $R^2$ are not correct and if considered, they may lead to incorrect statistical conclusions. This clearly indicates that the values of $R^2$ are not suitable at all for judging the goodness of fit in the measurement error models.

Next we analyze the values of absolute bias of $R^2$, $R_k^2$, and $R^2$ from Tables 1–3 under different distributions. First we consider the results from the normally distributed errors. We notice that the values of absolute bias of $R^2$ are much higher than the values of absolute bias of $R_k^2$ and $R^2$. Since the values of $R^2$ are based on an inconsistent estimator, they are not suitable and that is why we study the behavior of absolute bias of $R_k^2$ and $R^2$ only. We observe that when only the value of $\sigma^2_\phi$ increases and the values of other two variances remain the same, the values of absolute bias of $R_k^2$ and $R^2$ do not differ much and they decrease slightly when the value of $\sigma^2_\phi$ increases while the other two variances remain fixed. When the values of $\sigma^2_\phi$ increase keeping the values of the other two variances fixed, then the values of absolute bias of $R_k^2$ and $R^2$ increase and both the values are affected severely. The impact of the values of $\sigma^2_\phi$ on the absolute bias of $R_k^2$ and $R^2$ is more than the values of $\sigma^2_\phi$ or $\sigma^2_{\epsilon\theta}$. When both the values of $\sigma^2_\phi$ and $\sigma^2_{\epsilon\theta}$ increase together and the value of $\sigma^2_\phi$ is kept fixed, then the values of absolute bias of $R_k^2$ and $R^2$ decrease. On the other hand, when the values of $\sigma^2_\phi$ and $\sigma^2_{\epsilon\theta}$ increase together while the value of $\sigma^2_\phi$ stays fixed, then the values of absolute bias of $R_k^2$ and $R^2$ increase and are severely affected. In case, if only one of the values out of $\sigma^2_\phi$ and $\sigma^2_{\epsilon\theta}$ increases, then the absolute bias again increases but it is clear that the values of $\sigma^2_\phi$ affect it more and tend to increase the magnitude of bias. The trends and effects of the values of $\sigma^2_\phi$, $\sigma^2_{\epsilon\theta}$ and $\sigma^2_\delta$ on the values of absolute bias in case of $t$-distributed errors and gamma distributed errors are similar to the case of normally distributed errors. When comparing

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean squared error of $R^2$, $R_k^2$, and $R^2$ when errors have gamma distribution and $\theta = 0.9$.</td>
</tr>
<tr>
<td>$(\sigma^2_\phi, \sigma^2_{\epsilon\theta}, \sigma^2_\delta)$</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>$n = 20$</td>
</tr>
<tr>
<td>$(0.5, 0.5, 0.5)$</td>
</tr>
<tr>
<td>$(2.0, 0.5, 0.5)$</td>
</tr>
<tr>
<td>$(0.5, 2.0, 0.5)$</td>
</tr>
<tr>
<td>$(2.0, 2.0, 0.5)$</td>
</tr>
<tr>
<td>$(0.5, 0.5, 2.0)$</td>
</tr>
<tr>
<td>$(2.0, 2.0, 2.0)$</td>
</tr>
<tr>
<td>$(0.5, 2.0, 2.0)$</td>
</tr>
<tr>
<td>$(2.0, 2.0, 2.0)$</td>
</tr>
<tr>
<td>$(0.5, 0.5, 0.5)$</td>
</tr>
<tr>
<td>$(2.0, 0.5, 0.5)$</td>
</tr>
<tr>
<td>$(0.5, 2.0, 0.5)$</td>
</tr>
<tr>
<td>$(0.5, 2.0, 2.0)$</td>
</tr>
<tr>
<td>$(0.5, 2.0, 2.0)$</td>
</tr>
<tr>
<td>$(2.0, 0.5, 2.0)$</td>
</tr>
<tr>
<td>$(2.0, 0.5, 2.0)$</td>
</tr>
<tr>
<td>$(2.0, 2.0, 2.0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute bias and mean squared error when random terms have multivariate normal distribution and $\theta = 0.9$.</td>
</tr>
<tr>
<td>$n$</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute bias and mean squared error for various values of $\theta$.</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>0.1265</td>
</tr>
<tr>
<td>0.1265</td>
</tr>
<tr>
<td>0.4200</td>
</tr>
<tr>
<td>0.4200</td>
</tr>
<tr>
<td>0.7655</td>
</tr>
<tr>
<td>0.7655</td>
</tr>
<tr>
<td>0.9988</td>
</tr>
<tr>
<td>0.9988</td>
</tr>
</tbody>
</table>
the values under normal distributions with t- and gamma distributed errors, we find that there is significant difference in the corresponding values. On the other hand, there is a significant difference in the values of absolute bias under the normal and the t-distributed errors but not much difference is present between the values under the t-distributed errors and the values under the gamma distributed errors. This clearly indicates that the departure from normality does affect the performance of $R_2^k$ and $R_2^l$. Moreover, the skewness of the distribution has more impact on the magnitude of bias than the kurtosis of the distribution. When the sample size increases, the magnitude of respective bias decreases.

Now we analyze the behavior of the values of empirical mean squared errors from Tables 4–6. Again, since $R^2$ is an inconsistent estimator of $\theta$ and its values are not reliable, we concentrate only on the values of empirical mean squared errors of $R_2^s$ and $R_2^l$. We notice that when the values of $\sigma_2^2$ increase alone keeping the values of the other two variances fixed, then the mean squared errors of $R_2^s$ and $R_2^l$ do not change significantly. The values of the mean squared errors of $R_2^s$ and $R_2^l$ decrease when the values of $\sigma_2^2$ increase. On the other hand, the values of mean squared errors increase and are severely affected when the values of $\sigma_2^2$ increase. When both the values of $\sigma_2^2$ and $\sigma_2^2$ increase together and the values of $\sigma_2^2$ are kept fixed, then the values of mean squared errors of $R_2^s$ and $R_2^l$ decrease. In other cases, when both the values of $\sigma_2^2$ and $\sigma_2^2$ increase while the values of $\sigma_2^2$ stay fixed or both the values of $\sigma_2^2$ and $\sigma_2^2$ increase while the values of $\sigma_2^2$ stay fixed, then the mean squared errors of both $R_2^s$ as well as $R_2^l$ increase. The values of mean squared errors of $R_2^s$ and $R_2^l$ increase more with the increase in the values of $\sigma_2^2$ than the values of the other two variances. When the values of all the variances increase simultaneously, then also the mean squared errors of $R_2^s$ and $R_2^l$ increase. When the sample size increases, then the values of mean squared errors of both $R_2^s$ and $R_2^l$ decrease in all the cases. The trends and effects of $\sigma_2^2$, $\sigma_2^2$ and $\sigma_2^2$ in the cases of t- and gamma distributed errors are the same as in the case of normally distributed errors. Comparing the respective values of the mean squared errors under different distributions, we notice that the values of mean squared errors under the normal distribution are smaller than the corresponding values under the t- and gamma distributed errors. Moreover, the values of mean squared errors under the t- and gamma distributed errors do not differ much. This clearly indicates that the departure from normality affects the mean squared errors of $R_2^s$ and $R_2^l$ both. Moreover, the departure from the symmetry influences the mean squared errors more than the departure from the peakedness of the distributions.

Further, in order to analyze the performance of $R_2^s$ and $R_2^l$ in the finite samples when the matrices $\Sigma_\theta \neq \sigma_2^2 I$ and $\Sigma_\phi \neq \sigma_2^2 I$, i.e., they are not in the form of identity matrices, we conducted some more simulations. For illustration, we are reporting here one set of results which is conducted using the normal distribution of all the errors $\epsilon$, $\phi$ and $\delta$ with $\sigma_2^2 = 2$.

\[
\Sigma_\theta = \begin{pmatrix}
1.00 & 0.09 & -0.03 & 0.01 & -0.03 \\
0.09 & 0.98 & 0.00 & -0.08 & -0.03 \\
-0.03 & 0.00 & 0.96 & 0.01 & -0.03 \\
0.01 & -0.08 & 0.01 & 1.09 & 0.04 \\
-0.03 & -0.03 & -0.03 & 0.04 & 1.05
\end{pmatrix}
\quad \text{and}
\]

\[
\Sigma_\phi = \begin{pmatrix}
1.15 & -0.08 & 0.04 & -0.03 & 0.02 \\
-0.08 & 1.08 & 0.06 & 0.00 & 0.00 \\
0.04 & 0.06 & 0.93 & 0.02 & 0.08 \\
-0.01 & 0.00 & 0.02 & 1.02 & -0.03 \\
-0.02 & 0.00 & 0.08 & -0.03 & 0.91
\end{pmatrix}.
\]

The results of the simulation outcomes on the empirical absolute bias and the empirical mean squared errors are presented in Table 7. We observe that the results are more or less similar to the cases when $\Sigma_\theta = \sigma_2^2 I$ and $\Sigma_\phi = \sigma_2^2 I$ and they have the similar pattern and the similar conclusions except that the values of absolute bias and mean squared error of $R^2$, $R_2^s$ and $R_2^l$ differ. It is clear that our suggested forms of $R_2^s$ and $R_2^l$ work well with any form of $\Sigma_\theta$ and $\Sigma_\phi$ in measurement error models.

The results in Table 8 present the values of absolute bias and mean squared errors of $R^2$, $R_2^s$ and $R_2^l$ for reasonably lower value of $\theta$ ($= 0.1265$) to reasonably higher value of $\theta$ ($= 0.9988$) for sample sizes 20 and 250 under the setup of the structural model. It is clear that the values of $R^2$ are bad enough to be considered as its absolute bias and mean squared error increase as the sample size increases which is because it is an inconsistent estimator of $\theta$. So we consider the values for $R_2^s$ and $R_2^l$. Their absolute bias and mean squared error decrease as the sample size increases for all values of $\theta$. It is clear from the results that the proposed statistics $R_2^s$ and $R_2^l$ work well for all the values of $\theta$. The values of absolute bias and mean squared error of $R_2^s$ and $R_2^l$ decrease as $\theta$ increases. An interesting observation emerges as follows. When $\theta$ is low, then the absolute bias of $R_2^s$ is more than that of $R_2^l$. When $\theta$ is high, then the reverse holds true, i.e., absolute bias of $R_2^s$ is higher than that of $R_2^l$. When $\theta$ is low, then the mean squared error of $R_2^s$ is more than that of $R_2^l$. On the other hand, when $\theta$ is high, then the mean squared error of $R_2^s$ is smaller than that of $R_2^l$. Such information can be used in creating the guidelines for practitioners. Suppose a practitioner wants to know that which of the information between the known covariance matrix or known reliability matrix is to be used for fitting the model, then if the practitioner has some prior information about the value of $\theta$, then he can decide as follows: If $\theta$ is expected to be low, then use $R_2^s$ and if $\theta$ is expected to be high, then use $R_2^l$. It may be noted that for low values of $\theta$, quite large values of $n$ are required before $R^2$ performs worse than the other two.
consistent coefficients of determination, viz., $R^2_k$ and $R^2_\omega$. It may be noted that quite large values of $n$ may not even help to perform $R^2$ better than the other two consistent coefficients of determination, viz., $R^2_\delta$ and $R^2_\phi$. The reason being that the $R^2$ is an inconsistent estimator of $\theta$ and it will never converge to $\theta$ howsoever large $n$ may be.

7. Conclusion

The conventional coefficient of determination becomes inconsistent for the population version of the coefficient of determination given by $\theta$ in the presence of measurement errors in the data. So we have proposed two forms of goodness of fit statistics which can be used to judge the goodness of fit in measurement error models. These statistics are based on the utilization of two variants of additional information and the conventional form of the coefficient of determination. The additional information is assumed to be available from outside the sample in the form of the known covariance matrix of measurement errors in the explanatory variables and the known reliability matrix associated with the explanatory variables. We also have established a connection between the two cases, i.e., when the reliability matrix is estimated from the data and when the covariance matrix of the measurement error associated with the explanatory variables is known. Thus obtained statistics like coefficients of determination are consistent for estimating $\theta$ and can be used to judge the goodness of fit in measurement error models. Due to the issues like the first moment of $b_\theta$ does not exist (see [1]) it is difficult to define the coefficient of determination for measurement error models as it is done through analysis of variance in the linear regression analysis in no-measurement error situations. The asymptotic distributions of $R^2_\delta$ and $R^2_\phi$ are derived. The finite sample properties $R^2_\delta$ and $R^2_\phi$ are studied through the Monte-Carlo simulation experiments under the situations when $\Sigma_\delta = \sigma^2 \delta I$, $\Sigma_\phi = \sigma^2 \phi I$ and for any general structure of $\Sigma_\delta$ and $\Sigma_\phi$. It is observed that the values of empirical bias and empirical mean squared errors of $R^2_\delta$ and $R^2_\phi$ turn out to be satisfactory even for a sample of size 20. The simulated results for the cases when $\Sigma_\delta \neq \sigma^2 \delta I$ and $\Sigma_\phi \neq \sigma^2 \phi I$ are also satisfactory. The values of $R^2_\delta$ and $R^2_\phi$ also work well for all the values of $\theta$. Moreover, $R^2_\delta$ is preferable for the lower values of $\theta$ and $R^2_\phi$ is preferable for the higher values of $\theta$. So the proposed $R^2_\delta$ and $R^2_\phi$ can be used in real data modeling to judge the goodness of fit in the measurement error models for all the values of $\theta$. It is to be noticed that the values of absolute bias and mean squared errors of $R^2_\delta$ and $R^2_\phi$ are affected by the departure from normality. So one has to be cautious in using the proposed statistics when the validity of the normal distribution assumption for errors is doubtful.

In case, the values of $\Sigma_\delta$ or $K_\delta$ are not available, then one possible solution is to estimate if the repeated observations are available. The forms of $R^2_\delta$ and $R^2_\phi$ can be obtained by replacing $\Sigma_\delta$ or $K_\delta$ by their respective consistent estimates. The resulting statistics will remain consistent. The investigation of their properties is out of the purview of this paper.

Appendix

**Lemma 5** (Central Limit Theorem). Let $V_n = \sum_{i=1}^n D_i \psi_i$, where $\psi_1, \psi_2, \ldots, \psi_n$ are $p \times 1$ independent and identically distributed random vectors with $E(\psi_i) = 0$ and $D_1, D_2, \ldots, D_n$ are $q \times p$ non-stochastic matrices. Suppose that $\lim_{n \to \infty} \text{cov}(V_n) = \Omega$, where $|\Omega| = \infty$ and $\Omega$ is positive definite. If there exists a function $\varphi(n)$ such that $\lim_{n \to \infty} \varphi(n) = \infty$ and if the elements of $\varphi(n) D_i$ are bounded, then $V_n$ has a limiting $q$-variate normal distribution with mean vector 0 and covariance matrix $\Omega$, see [20, p. 212].

**Proof of Lemma 4.** Using vec operator and Kronecker’s product of matrices, we can write

$$Hd_n = \sum_{i=1}^n A_{in} u_i,$$

where, for $i = 1, 2, \ldots, n$, $A_{in} = n^{-1/2} (d_i \otimes I_p) [(I_p \otimes \mu_i), (\mu_i' \otimes I_p), I_p^2, I_p^2, \phi_i I_p]$ are $p \times (p + 3p^2 + p^3)$ non-stochastic matrices and

$$u_i = \begin{pmatrix} (\phi_i + \delta_i) \\ \text{vec}(I_p \otimes (\phi_i + \delta_i)) \\ \text{vec}(\phi_i \delta_i + \delta_i \phi_i) \\ \text{vec}(\phi_i \delta_i - \sigma^2 \phi I_p) \\ \text{vec}(\delta_i \phi_i - \sigma^2 I_p) \end{pmatrix}$$

are $((p + 3p^2 + p^3) \times 1)$ independently and identically distributed random vectors.

Similarly, we can write

$$h = \sum_{i=1}^n B_{in} v_i,$$
where, for \( i = 1, 2, \ldots, n \), \( B_{im} = n^{-1/2} [ \mu_i, \beta_i, \beta_i' \otimes I_p ] \) are \( p \times (1 + 3p + 2p^2) \) non-stochastic matrices and

\[
v_i = \begin{pmatrix}
\epsilon_i \\
\delta_i \epsilon_i \\
\phi_i \epsilon_i \\
\delta_i \\
\text{vec}(\phi_i \delta_i') \\
\text{vec}(\delta_i \delta_i' - \sigma^2_i I_p)
\end{pmatrix}
\]

are \( ((1 + 3p + 2p^2) \times 1) \) independently and identically distributed random vectors.

In the similar manner we write

\[ g = \sum_{i=1}^{n} C_{in} w_i, \tag{7.3} \]

where, for \( i = 1, 2, \ldots, n \), \( C_{in} = n^{-1/2} [1, 2\beta_i', \beta_i' (\beta_i' \otimes I_p) ] \) are \( (1 \times (1 + p + p^2)) \) non-stochastic vectors and

\[
w_i = \begin{pmatrix}
\epsilon_i^2 - \sigma^2_i \\
\delta_i \epsilon_i \\
\phi_i \epsilon_i \\
\delta_i \\
\text{vec}(\sigma_i^2 I_p) \\
\text{vec}(\delta_i \delta_i' - \sigma^2_i I_p)
\end{pmatrix},
\]

are \( ((1 + p + p^2) \times 1) \) independently and identically distributed random vectors.

Combining (7.1)–(7.3), we have

\[
\begin{pmatrix}
H_{dn} \\
h \\
g
\end{pmatrix} = \sum_{i=1}^{n} \begin{pmatrix} A_{in} & 0 & 0 \\
0 & B_{in} & 0 \\
0 & 0 & C_{in}
\end{pmatrix} \begin{pmatrix} u_i \\
v_i \\
w_i
\end{pmatrix},
\tag{7.4}
\]

where, for \( i = 1, 2, \ldots, n \),

\[
\begin{pmatrix} A_{in} & 0 & 0 \\
0 & B_{in} & 0 \\
0 & 0 & C_{in}
\end{pmatrix}
\]

is the \((2p + 1) \times (2 + 5p + 6p^2 + 3p^3)\) non-stochastic matrix and

\[
\begin{pmatrix} u_i \\
v_i \\
w_i
\end{pmatrix}
\]

are \((2 + 5p + 6p^2 + 3p^3) \times 1\) independently and identically distributed random vectors. Using the assumption about matrix \( M \), it can be seen that the element of matrix

\[
\sqrt{n} \begin{pmatrix} A_{in} & 0 & 0 \\
0 & B_{in} & 0 \\
0 & 0 & C_{in}
\end{pmatrix}
\]

is bounded. Using the assumptions about the moments of random terms in the model, we have

\[
E \begin{pmatrix} H_{dn} \\
h \\
g
\end{pmatrix} = 0, \tag{7.5}
\]

and \( \lim_{n \to \infty} E(H_{dn}' d') = \Omega(d) \), \( \lim_{n \to \infty} E(h h') = \Omega, \lim_{n \to \infty} E(g g') = \Omega_g \), \( \lim_{n \to \infty} E(h d g) = \Omega_{gh} (d) \), \( \lim_{n \to \infty} E(h g) = \Omega_{gh} \). Therefore, on using the central limit theorem given in Lemma 5 for the function \( \varphi(n) = \sqrt{n} \), we conclude that \( \begin{pmatrix} H_{dn} \\
h \\
g \end{pmatrix} \) has a \((2p + 1)\)-variate limiting normal distribution with mean vector 0 and covariance matrix

\[
\begin{pmatrix}
\Omega_{\mu}(d) & \Omega_{\mu g}(d) & \Omega_{\mu h}(d) \\
\Omega_{\mu g}(d) & \Omega_{g h} & \Omega_{g h} \\
\Omega_{\mu h}(d) & \Omega_{g h} & \Omega_g
\end{pmatrix}
\].
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