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Tests of Hypothesis in the Linear Regression Model
Model

Denoting Y =(Y,,Y,,...,Y.)" anx1 column vector, such assumption

can be expressed in the form of a linear regression model
Y=Xf+¢

where X isa n x p matrix, S isap x1vectorand ¢ isanx1

vector of disturbances withE(¢) = 0,Cov(¢) =c’l and & follows

a normal distribution.

This implies that

E(Y)=XB, Var(Y)=E( = XB)Y - X B) =c’l.



Tests of Hypothesis in the LRM: H,: f=/°

ANOVA for testing H,: f=/°

Source of Degrees Sum of Mean F-value
variation of freedom squares squares
Due to f p q, G

p (n o pj ql

a, p )
Error n-p q,

(N—p)

Total g (y=XB"Y(y—=XA")

g, =(y = XB)YX(XX)" X' (y—XB")

A, =(y—XB) 1 = X(XX)" XUy - X"

If F>F _(p-Ln—p), thenH,: 3 =p5,=..= 4, isrejected.



Tests of Hypothesis in the LRM: H,: L =6

Let us consider the test of hypothesis related to a linear

parametric function.

Assuming that the linear parameter function L'S is estimable

where L=(¢,,¢,,...,¢ ) isa px1vector of known constants and

p = (ﬂl’ﬂZ""’pr)’ .

The null hypothesis of interestis H :L'5=6 where o0 issome

specified constant.



Tests of Hypothesis in the LRM: H,: L =6
Consider the set up of linear model Y = X # + & where

Y=(,.Y,,..Y,) follows N(Xz,c°).

The maximum likelihood estimators of 5 and o~ are

f=(XX)" XY

and |
67 =;<y—></’5’>'<y—><ﬁ>

respectively.



Tests of Hypothesis in the LRM: H,: L =6
The maximum likelihood estimate of estimable L' isL'/ , with

E(L'B)=L'B
Cov(L'B) =L/ (XX)'L
L'B~N|L'B.cL'(XX) 'L

)
and

—~ 7°(n—p) assuming X to be the full column rank matrix.

A2
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Further, L'/ and are also independently distributed.
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Tests of Hypothesis in the LRM: H,: L =6

Under H, :L'B =0, the statistic

_NO-p)(LF-9)

- G xX X)L

follows a t-distribution with (n - p) degrees of freedom.

So the test for H,:L'S=0 against H,:L'+3 rejects H, whenever
t] > t ,(n—p)
2

where t_,(N,) denotes the upper 100 % points on t-distribution

with n, degrees of freedom.



Tests of Hypothesis in the LRM: H: ¢, =0,, ¢, =0,,...,4 =0

Now we develop the test of hypothesis related to more than one
linear parametric functions.
Let the it estimable linear parametric functionis ¢ =L /3 and

there are k such functions with L; and £ both being p x 1 vectors.

Our interest is to test the hypothesis
Hy 4 =0,,0,=0,,.., =0,

where 0,,0,,...,0, are the known constants.



Tests of Hypothesis in the LRM: H: ¢, =0,, ¢, =0,,...,4 =0

Let ¢=(4,0,,....4) and 5=(5,6,,..,6,).
Then H, is expressibleas H,:¢=L'f=0
where L’ is a kxp matrix of constants associated with

Ly, Ly,.., L,

The maximum likelihood estimator of ¢ is : ¢?i = L'i,BA

where £ =(XX)"'X}Y.

Thené — (¢Ala¢Aza'"a¢?k)': L'ﬂ’\'



Tests of Hypothesis in the LRM: H: ¢, =0,, ¢, =0,,...,4 =0

Also E(¢A) =¢ and Cov(d)=ocV

where vV = ((L,(XX)'L))) , (L(XX)"'L,) isthe(, j)" element of V.
Thus . oA
(@—PNV (9-9)

O

follows a y° — distribution with k degrees of freedom and

né>
o2 follows a y* —distribution with (n - p) degrees of freedom

where 52 — l(y — X B)(y-Xp) isthe maximum likelihood
n

estimator of 52
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Tests of Hypothesis in the LRM: H: ¢, =0,, ¢, =0,,...,4 =0

h 1,7 n2
Further (0—9)V ' (4-4) and "9  are also independently

2 2
O

distributed.
Thusunder H :4=0

(p-)N '($-0)
62

k

Iy ~ Fk,n-p)

2
o

(N—p)

or (n—pj(&—cS)v-l(&—a)NF(k,n_p)

k né*
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Tests of Hypothesis in the LRM: H: ¢, =0,, ¢, =0,,...,4 =0

So the hypothesis H,: ¢ =0 is rejected against

H,: At lest one ¢ = 6. fori=1,2,....k whenever

F>F__(k,n—p)

where F__(k,n— p) denotes the 100« % points on F-distribution

with k and (n — p) degrees of freedom.
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One-way classification with fixed effect linear models of
full rank:

The objective in the one-way classification is to test the
hypothesis about the equality of means on the basis of several
samples which have been drawn from univariate normal

populations with different means but the same variances.

Let there be p univariate normal populations and samples of

different sizes are drawn from each of the population.



One-way classification with fixed effect linear models of
full rank:

Let y;(j = 1,2,.., n) be a random sample from the it" normal
population with mean £ and variance o’,i=12,.,p,i.e.,

Y, ~N(B,0%), j=1,2,..,n;i=12,..,p.
The random samples from different populations are assumed to

be independent of each other.

These observations follow the set up of linear model

Y=X[+¢
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One-way classification with fixed effect linear models of

full rank:
These observations follow the set up of linear model

Y=XB+¢

where

Y = (VYo Yo o Yarses Y v Yo Yoo Yo )’
V=(Y1>Yips-es Yin s Y1500 Yon oo Yp1o Ypaseees ypnp)v

B =B P By)

— '
g - (811,6‘12,..., glnl ,6‘21,..., gznz 9gecey gpl,gpz,oo., gpnp) 15



One-way classification with fixed effect linear models of
full rank:

where
(10..0° \ 1 if B occurs in the j™ observation X;
2 oo.pnpvalues | x. =4 or if effect S is present in X

10 0 0 if effect S is absent in X;

01..0
2 -0 tn, values =
01...0

J

N

00...1
SRS &np values

00..1 )
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One-way classification with fixed effect linear models of
full rank:

So Xis a matrix of order nx p, fis fixed and
- first n,rows of & are 81' =(1,0,0,...,0),
- next n, rows of & are &, =(0,1,0,...,0)

- and similarly, the last n, rows of £ are 8;0 =(0,0,...,0,1).

Obviously, rank(X)=p, E(Y)=Xg and Cov(Y)=0"l.

This completes the representation of a fixed effect linear model of

full rank.

17



One-way classification with fixed effect linear models of
full rank:

The null hypothesis of interestis H : 5, =g, =...= B, = B (say)
and H,:Atleastone f§ = f,(i# j)

2
where / and o~ are unknown.

We would develop here the likelihood ratio test.

It may be noted that the same test can also be derived through
the least-squares method. This will be demonstrated later.

This way the readers will understand both the methods.

We already have developed the likelihood ratio for the hypothesis

H,: 8, =p,=..= B, inearlier case.



