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Ratio Estimator in Stratified Sampling:

Suppose a population of size N is divided into k strata.

The objective is to estimate the population mean Y using ratio

method of estimation.

In such situation, a random sample of size n; is being drawn from
the i*" strata of size N; on variable under study Y and auxiliary

variable X using SRSWOR.



Ratio Estimator in Stratified Sampling:



Ratio Estimator in Stratified Sampling:
Let

y; :j*" observation on Y from i strata

X; : j* observation on X from i*" strata i=1, 2,....k; j=1,2,...,n.

An estimator of Y based on the philosophy of stratified sampling

can be derived in following two possible ways:

1. Separate ratio estimator

2. Combined ratio estimator



1. Separate Ratio Estimator

* Employ first the ratio method of estimation separately in each
strata and obtain ratio estimator \7R i=1,2,..,.k assuming the

stratum mean X, to be known.

 Then combine all the estimates using weighted arithmetic

mean.

This gives the separate ratio estimator.



1. Separate Ratio Estimator

This gives the separate ratio estimator as

y :n—Zyij . sample mean of Y from it strata
i nl x,: sample mean of X from it strata

_ 1o er . s
X;=--2%: mean of all the X units in /" strata

No assumption is made that the true ratio remains constant from

stratum to stratum. It depends on information on each X .



2. Combined Ratio Estimator

* Find first the stratum mean of Y's and X'sas

e Then define the combined ratio estimator as

— k
where X is the population mean of X based on all the N =) N, units.

i=1

It does not depend on individual stratum units.

It does not depend on information on each X, but only on X.



Properties of Separate Ratio Estimator: Bias

. K . . K
Note that there is an analogy between Y =) wY and Y, => w,
i=1 i

We already have derived the approximate bias of Y, =

E(YLR) :Y_+%(Cf - pCyCy).

So for Y., , we can write

E(YLRi) :Y_i +Y_iL(Cii - p,CixCiy)
n.



Properties of Separate Ratio Estimator: Bias

_ ] &
where Y, = Zyu, R
| j=1 i )=l
2
N e S ol Si

PO, . correlation coefficient between the observation on Xand Y
in it" stratum

C, : coefficient of variation of X values in ith sample.



Properties of Separate Ratio Estimator: Bias
A K A
Thus E(Y—Rs) — ZWi E(Y—Ri)
i=1

K
Zwi Y—l_I_Y—|L(C p|C|xC|y:|

. k
Y+Z " '(C -pC,C,)
i=1

Bias(Y,,) = E(Vp,) Y

wy, f
Z — IC|X(C|x /O|C|y)

up to the second order of approximation.
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Properties of Separate Ratio Estimator: MSE

Now we derive the MSE of Yx,.

We already have derived the approximate MSE of VR earlier as

MSE(\?R)_Y Lc2ecae 2pC,C,)

Y
n(N—l)Z(Y RX.)> where R—?

Thus the MSE of ratio estimator up to the second order of

approximation based on the ith stratum is

- £y
MSE (V) = — - )(C x +Cy —2p.CxCy)

- (N Z(Y -RX,)



Properties of Separate Ratio Estimator: MSE

and so

A k
MSE(Yy,) = > W’ MSE(Y,,)
=1

= Z ;] ' Yiz(Cii +Ci§( —2pCiCiy )}
=1 '

zz_ "N _DZ(Y qu)}
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Properties of Separate Ratio Estimator: Estimator of MSE
An estimate of MSE(Y..) can be found by substituting the unbiased
estimators of S2,S} and S}, as s..s. and s, , respectively for ith

stratum and R, =Y,/ X, can be estimated by r =V, /X.

n.

YII=F.Va ¢ Wi2 fo o 5
MSE(YRS) — Z (Siy + rl Six _2risixy :
i—1

Also

MS\E(YLRS) = Z{ W, D Z_i:(yij _riXij)z:|'

i=1 ni (ni _
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Properties of Combined Ratio Estimator:

K
LW

YRC:i

=1
k

_ X
D WX *
=1

Here

It is difficult to find the exact expression of bias and mean squared

error of Y. , so we find their approximate expressions.
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Properties of Combined Ratio Estimator:

Define
V. -Y X, — X
S R
Y X
E(g) =0, E(g,)=0

15



Properties of Combined Ratio Estimator:

Thus assuming ‘52‘ <1,

o (1+5)Y
YRC
(1+52)X

YA+&)1-¢g,+&; —..)

Y(+é& —¢€,—&&,+& —...).

Expanding and retaining the terms up to order two .

VA VA 2
Yoc=Y(+¢g -6, —6&+&))

N

Yee =Y =Y (&, —&,— &8, +&).
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Properties of Combined Ratio Estimator: Bias

The apprommate bias of Y up to second order of approximation is
BIaS(YRc) E(YRC _Y)

=YE(g, —¢&, — &6, + &)
Y|[0-0-E(5¢,)+E(s) |

_k [t s2 g
=Y ) | w2 XY
Z‘n '[x2 XY ﬂ

K [ 2 ]
:Y_Z Lwiz(f(—ixz _piS>_<ixY_Sin

7k
:Y:Z LWizsix Si_x _piEiY
Xl n X Y
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Properties of Combined Ratio Estimator: Bias
Y
Here R = p. is the correlation coefficient between the

observations on Y and X in the it" stratum,

C, and C, are the coefficients of variation of X and Y

respectively in the i" stratum.
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Properties of Combined Ratio Estimator: MSE

The mean squared error up to second order of approximation is
MSE(Yy,) = E (Y, V)’
=Y’E(g, —¢&,— &6, +¢&,)

=Y E(g + & —2¢5,¢,)

& f S. S 2S
:Y2 _|W2 iX iy _ ZTixy
Zl n '(xz Y2 XY ﬂ
| f L (SES2 Six S,
:Y2 _|W2 iX iy ) |_X iy
;ni'(w R Yﬂ

Y?| f Y? Y
:Y__QZ|: - W, (?82 +82 _2pi?SiXSin:|

K
_ Z{niw (R?S2 +S2 —2p RS, SW)}.




Properties of Combined Ratio Estimator: Estimator of MSE
An estimate of I\/ISE(YLRC) can be obtained by replacing Sif(, SfY and S,
by their unbiased estimators Sii, Sizy and s, respectively whereas

Y
R = < isreplaced by r =

| <

Thus the following estimate is obtained:

2

w .
L (rzsfX +5s. —2rs, )
n y

ixy
i

——— k
MSE(Y,.) = Z
=1
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Comparison of Combined and Separate Ratio Estimators:

An obvious question arises that which of the estimates YLRS or \?RC is
better.

So we compare their MISEs.

Note that the only difference in the term of these MSEs is due to

the form of ratio estimate. It is

* R=2 in MSE(Y.)

x| |

# R:LT in MSE(Y,..).
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Comparison of Combined and Separate Ratio Estimators:
Thus A =MSE(Y, )—MSE(Y,.)

i1 | N

= Zk: _Wiz ! [(Rz - Riz)SS( +2(R, — R) 0,5; Siy ﬂ

_ Zk: Wf]_fi [(R-R,)’Sy +2(R-R)(RS — 5SSy )]}

The difference A depends on
i. The magnitude of the difference between the strata ratios(R)
and whole population ratio (R).
ii. The value of (RS’ — £:S;,S;, ) is usually small and vanishes
when the regression line of y on x is linear and passes

through origin within each stratum.



Comparison of Combined and Separate Ratio Estimators:

The value of (RS’ —p.S. S y) is usually small and vanishes when the
regression line of yon x is linear and passes through origin within

each stratum.

See as follows:

RS- pS.S. =0

I —IX

which is the estimator of the slope parameter in the regression of y
on x in the ith stratum.

In such a case MSE(\?RC) > MSE(?RS)

but  Bias(Y,,) < Bias(Y,.).



Comparison of Combined and Separate Ratio Estimators

So unless R varies considerably, the use of Yr. would provide an

estimate of Y with negligible bias and the precision as good asY_RS.

*If R #R, \?RS can be more precise but bias may be large.

N N

* If R, =R, Y. can be as precise as Y but its bias will be small. It

also does not require knowledge of X,,X,,..., X,.
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