10.

11.

12.

. Determine the values of k for which the improper integral [ {
1

Practice Problems 18 : Improper Integrals

Show that floo tipdt converges to 1% if p > 1 and it diverges to oo if p < 1.

. Let f:[a,00) — R be differentiable and f” be integrable on [a, z] for all > a. Show that

L2 f(t)dt converges if and only if limy_,q f(t) exists.

Find the limits of the following improper integrals.

(a) ™2 n tdt (b) [ InLdt (c) [ e tdt
d) fo° sri=d (e) [pldt, 0<p<1

(Cauchy Criterion) Let f : [a,00) — R be integrable on [a,z] for all x > a. Show
that [ f(t)dt converges if and only if for every ¢ > 0 there exists N > a such that
U;/ f(t)dt’ < e for every x,y > N.

. Let f [0,00) — R be defined by f£(t) = “U when t € [n — 1,n), n € N. Show that

fo t)dt converges but not absolutely.

. Let f:[1,00) = R be defined by f(n) =1 for all n € N and f(x) =0 if z € [1,00)\N.

Then show that

a) [1° f(t)dt converges but > >° | f(n) diverges.
b) [7O(f(t) — 1)dt diverges but -7, (f(n) — 1) converges.

(Integral Test) Let f : [1,00) — R be a non-negative decreasing function. Then show
that

(a) (un) is decreasing and bounded below where p, = (35— f(k)) — [}" f
(b) either both Y02 | f(n) and [ f(t)dt converge or else both dlverge

(a) Let f: [1 oo) — R be such that f(n) =1 for all n € N and f(¢) = 0 otherwise. Show
that fl t)dt converges but f(t) - 0 as t — oo.

(b) Does there exist a continuous function f : [1,00) — R such that [~ f(t)dt converges
but f(t) - 0 as n — o7
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— %} dt converges.

(Drichlet Test) Let f,g: [a,00) — R be such that

(a) f is continuous, decreasing and f(t) — 0 as t — oo,
(b) there exists M such that | [ g(t)dt| < M for all z > a.

Then [ f(t)g(t)dt converges.

Determine the values of p for which the following improper integrals converge.

(a) [ intat (b) [ ntg (© Jota
1 1 0
lf tPe~tdt (e) fi L=eostt.

(Root Test) Let f : [a,00) — R be such that f is integrable on [a,z] for all z > a.
Suppose |f(t)|% — ¢ as t — oo for some £ € R or £ = co. Then



13.

14.

. If p# 1 then for x € [1,00), [{ Hdt =

(a) if £ < 1, then the integral [ f(t)dt converges absolutely.
(b) if £ > 1 and f is non-negative then the integral [ f(¢)dt diverges.

Determine the convegence/divergence of the following integrals.

1 5 00 1
(a) [ it (b) [ In(sint)dt (© [ plndt (d) [ cos L
0 0 0 =+ 0
00 0 . [os) %
[ sint3dt (f) [ =22ttt (g) [ tsintidt (h) 2
0 1 1 0
sin . 1 et o ooet
1t25+\[2tdt (‘]) g‘ 1fiostdt (k) {ﬁdt (6) {?dt

(Gamma Function) Show that the following function I', called Gamma function, is well
defined: T : (0,00) — R given by I'(p) = [;* e~ P dt.

Practice Problems 18 : Hints/Solutions

=1, then for z € [1, 00) f‘xldt Inz.

1 tp

. By the FTC, [ f/(t)dt = f(z) — f(a), for x € [a,00).

a) limy_ frg Intdt = lim,_,o[tInt — t]mg = 5[In§ —1].
b) limy, o [ In 2dt = lim, o[t — tInt]k = 1.

(
(
(c) limy—0o fox e tdt = limy_yoo[—€]F = limyyoo[l — e %] = 1.
(
(

x

g =

volx
e
INE

. t . x .
d) hmx_>oo foz egiﬁdt = hmx_mo fle ﬁdu = hmx_mo [tan

e) lim, o0 flx ptdt = limy_yo0 [p;—_pp} = 5

X f(t)dt=C < Ye>0 3N >a suchthat | [ f(t)dt — £| < e for every z > N.

. Let a = ZOO (=1)"*11 . Observe that

n=1

lim oo f3 F(E)E = Ty (fo F(O)E+ [ F(0)E+ .+ f f(t)dt) = a
JTrydt| < max{\a — [T F@ydt|, o — fO”Hf(t)dt‘}.

andforxe[n n+ 1],

. Trivial

(a) Note that, since f is decreasing, f(n + 1) < f:ﬂ ft)dt < f(n). Now

pln+1) = pu(n) = fn+ 1) — [ f(t)dt < 0 and

pln) = S0y FO0) = (SSR2d S F@de) = S0n_y F(R) = X2l F(k) = S(0) > 0.
(b) Follows from (a).

. (a) Trivial.

(b) Yes. The graph of such a function is given in Figure 1.

. Note that e DL B 1 S o %, use the LCT with t% and when k # % use

1+t2 2t 2t(14+12)
the LCT with 1



10. (*) Let € > 0. Since f is decreasing and f(t) — 0 as t — oo, there exists N > 0 such that
|f(t)| < 557 forallt > N. Let y > x > N. Then by the second MVT for mtegrals there ex-
istsce[xy]suchthat |[2 f(t)g(t)dt| = | f(c) dt‘<\f )| [Y g(t)dt — [ g(t)dt| <
s 2M = e. By the Cauchy Crlterlon (Problem 4 fa f(t)g(t)dt converges.

11. (a)

(b)

12. (a)

13. (a)
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For p > 0, [; > Smtdt converges by the Dirichlet test. For p < 0, let ¢ = —p. Then
fl t9 sin tdt does not converge. If so, then its partial integral is bounded and hence

again by the Dirichlet test fl ¢ ts(‘,ntdt converges.

Let p>1and 1< g < p. Then (hi;)tl/ltp = nt
the integral converges. For p < 1, 7(1112{,7? =Int — oo as t — oo. Therefore by the

LCT, the integral diverges for p < 1.
Consider I; = 01 tlp +; dt and I, = 100 tlp +tl dt. For convergence of I, use the LCT with
tP~1. This shows that I; converges for 1 — p < 1; that is p > 0. For the convergence

of Iy, use the LCT with #*~2. This shows that I converges for p < 1. Therefore I
converges only for 0 < p < 1.

Let p € R. Use the LCT with i Hence floo tPe~tdt converges for all p e R.

Observe that 1 — cost behaves like & % near 0. So use the LCT w1th —L and observe
that the integral converges for p < 3 and diverges for p > 3.

If £ < 1 then find € > 0 such that £ + ¢ < 1. Then there exists N € N such that
|f(t)\% </{+eforallt> N. That is |f(t)| < ({+¢)! for all t > N. By Problem 3(e)
and the comparison test, the integral converges absolutely.

If £ > 1, then there exists N € N such that |f(t)\% > 1 for all t > N. That is
|f(t)] > 1 for all ¢ > N. This show that the integral diverges.

Converges : Use the LCT with %

, 3
[In(S2%) + Int]dt. Note that [ In(S2%)dt is
0

O =

%
Converges : Write [ In(sin¢)dt =
0

proper integral and use Problem 3(a).

00 1
) : 1
Converges : Write f t2+\[dt 0ft2+\[dt+ f t2+\[dt Observe that +\/Z <
and t2+\[ < tlz
Converges : Use the LCT test with -

N

) Converges : Take u = t> and use the Dirichlet test for floo(?)u%)*l sin udu.

Converges : Observe that, for x > a, ‘ f; et sin 2tdt| < 8e and use the Dirichlet
test.

Converges : Using the substitution u = ¢? leads to the integral % floo sin u?du.
Diverges : Use the LCT with t%

Converges absolutely : Use the comparison test with t%

Diverges: Observe that /1 — cost = ﬂsin% and use the LCT with %
Diverges: Apply the Root test.

Converges: Apply the Root test.

14. Let f(t) = e *P~1. Suppose I} = fo t)dt and Iy = [ f(t)dt. By Problem 11 (d), I>
converges for all p € (0, oo) Ifp>1, then f is bounded on (0 1] and hence I; converges.

If p < 1, use LCT with

and verify that I; converges for 1 — p < 1; that is for p > 0.

tlT’



