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Abstract

Two-way relaying (TWR) enables two source nodes to exchange data in two-channel uses

and is shown to be spectrally-efficient than one-way relaying (OWR), which requires four-

channel uses for this data exchange. TWR assumes that a node wants to exchange data with

its partner node. If TWR is incorporated in cellular networks, it will assume that a user also

wants to exchange data with the base station (BS). In cellular networks, a user, however,

does not usually exchange data with the BS. Consider a transmit-only user (TU) who is

uploading a large file to a cloud, or a user RU, who is downloading a multimedia data from

a server. We see that neither TU nor RU exchanges data with the BS, and consequently, the

BS cannot serve them using TWR. The BS, however, can serve them using one-way relaying,

but will require four-channel uses, i.e., two each for TU and RU. In the non-concurrent

TWR (ncTWR) protocol considered in the literature, the BS can serve both TU and RU in

two-channel uses, but the RU now experiences interference from the TU transmit data.

In the first part of the thesis, we consider an orthogonal frequnecy division (OFDM)

based ncTWR system, and design an overhearing-based interference cancellation scheme for

the RU. It collects side-information by overhearing the TU transmit signal, and uses that

to cancel the interference. We then maximize the spectral efficiency (SE) of this system by

allocating power across the OFDM subbands jointly at the TU, BS, and the relay nodes.

We use successive convex approximation approach to approximate the non-convex sum-rate

maximization as a convex geometric program (GP). The algorithm is shown to outperform

several other state-of-the-art techniques. In the second part of the thesis, we maximize

the global energy efficiency (GEE) of the aforementioned ncTWR system using quadratic

transformation (QT)-based optimization. We show that the proposed approach outperforms

GP-based sum-rate maximization, one-way relaying, equal and random power allocation. We

also show that the GEE reduces with increase in the number of subbands. This happens due

to increase in circuit power consumption with the increase in number of subbands.

In the last part of the thesis, we extend the system model to MIMO AF ncTWR with

a single subcarrier. We first construct a novel transceiver using GSVD, which reduces the

end-to-end MIMO channels into triangular channels. This enables the decoding of transmit

symbols using successive interference cancellation. We maximize the system SE by proposing

iv



an iterative GP based optimization framework. We also optimize the system GEE by combin-

ing GP with that of the Dinkelbach approach. We also numerically show that the proposed

algorithms yield much better performance that the existing state-of-the-art algorithms.
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Chapter 1

Introduction

A cellular system, whose schematics is shown in Fig. 1.1, consists of three nodes: core

network, base station (BS), and the user. The core network is connected to the BS with

wired backhaul links, while the users are connected to the BS using wireless access links. Such

an architecture works well only when a user has a strong link with the BS. For a coverage-

Internet

Cell

User

Base stationA
ce

ss
 l
in

k

Core network

Figure 1.1: Cellular system architecture.

extension situation in Fig. 1.2, which is labelled as 1, a large distance between a user and the

BS, considerably reduces the access link signal strength. Similarly in a coverage-hole scenario

shown in Fig. 1.2, which labelled as 2, the user-BS link is poor due to high penetration loss.

In these scenarios, it is challenging for the BS to deliver a high data rate to such users. Since
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users in coverage-limited areas experience poor channel conditions for a significant portion of

their communication session, the BS cannot enable high data rate connectivity to these users

by just resending lost data packets to them. Any such retransmission will encounter adverse

channel yet again, and the user will not be able to decode the signal they receive.

Internet

Core network

1

2

Figure 1.2: Coverage limited scenarios with a weak direct BS → user link.

1.1 Solutions

This thesis focuses on providing connectivity to such users who cannot directly communicate

directly with the BS, due to a weak direct link. We begin by considering two possible network

architecture to serve such users.

1.1.1 Use of low-power BS which are in close proximity to the BS

The users in a coverage-limited scenario will receive a strong signal if, as indicated in Fig. 1.3,

a secondary, low-powered BS is installed nearby. Each such BS will have a wired backhaul
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link to the core network, which will increase the system installation cost. Further, there

might not be many users with such restricted coverage to justify such a cost increase.

Core network

Coverage extension

Coverage hole

BS

BS

Backhaul link

Figure 1.3: Cellular layout with low-power proximate BS.

1.1.2 Installation of Relays

Using a relay, instead of a proximate BS, can reduce the system cost. As shown in Fig. 1.4,

a relay is connected to the BS via a wireless link. A relay cannot generate data. It is a

transceiver that receives the downlink signal transmitted by the BS, and then retransmits it

to the user after suitable processing. Similarly it receives the in the uplink signal transmitted

by the user, and after suitable processing, transmits it to the BS. Depending on the relay ca-

pabilities, it can for example be implemented as computationally simple amplify-and-forward

(AF) [1, 2, 3] device or computationally-complex decode-and-forward (DF) [4, 5, 6] device.

1.2 Motivation

Relays can operate in either half-duplex (HD) or full-duplex (FD) mode. A FD relay uses

the same spectral resource to simultaneously transmit and receive signals [4, 7, 8, 9, 10, 11,
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Core network

Coverage extension

Coverage hole

RS

RS

Figure 1.4: Illustration of the cellular layout after relays have been set up to serve users in capacity-

restricted areas

12, 13, 14]. As shown in Fig. 1.5, the relay high-power transmit signal causes significant self-

interference to its received signal. Various self interference cancellation schemes are studied

in [15, 16]. However, a FD relay implementation in practical systems is not anticipated soon.

The HD technology is well-established and nearly all commercial cellular systems are HD.

We consider HD relays in this thesis which require two uses of channel (frequency/time slots)

for transmission and reception.

In the literature, one-way [2, 17, 18, 19, 20, 21] and two-way [1, 22, 23, 24, 25, 26, 27, 28,

22, 29, 30, 31, 32] HD relaying techniques have been extensively investigated. As seen in Fig.

1.6, one-way relaying (OWR) involves a HD relay that receives the signal from Node 1 (BS)

in the first use of channel, and processes and retransmits it to Node 2 (user) in the second

use of channel. As a result, two uses of the channel are required to send one unit of data

in the downlink (BS → user), or equivalently four uses of channel are needed to exchange
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Core network

Coverage extension

Coverage hole
Self-interferrrence

Figure 1.5: Illustration of the self-interference in a full-duplex system

Node 1 Relay Node 2

1 2

34

Figure 1.6: Protocol for one-way relaying : Relay receives Node 1 (resp. Node 2) transmit signal in

the first (resp. third) use of channel, and relay retransmits to Node 2 (resp. Node 1) in the second

(resp. fourth) use of channel.

two units of data on the uplink and downlink. This is twice the number of uses of channel

required for two nodes to communicate to one another directly without the aid of a relay.

Although OWR strengthens the signal, it reduces the spectral efficiency (SE) of the system.

If two nodes want to exchange data, two-way relaying (TWR) can avoid this spectral loss
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[33]. As shown in Fig. 1.7, in the first use of channel in TWR, two source nodes concurrently

transmit their signals to the relay, which then receives the combination of these two signals.

The relay then transmits a function of this combined signal to the same two nodes in the

second use of channel. We see that both these nodes not only receive the desired signal but

Node 1 Relay Node 2

Node 1 Relay Node 2

(a) First channel use.

(b) Second channel use. 

x1 x2

x1 x2+( )

x1 x2+( )x1 x2+( )

f

gg

Figure 1.7: In the first use of channel in TWR, two source nodes simultaneously transmit their

signals to the relay, which receives a combination of two signals. In the second use of the channel, the

relay transmits a function of the combined signal received in the first use of channel.

also their respective transmit signal which they transmitted in the first use of the channel.

In TWR, the key idea is that each node is aware of its own transmit signal, it is possible

for them to cancel from their receive signal the interference which back propagates due to

their own transmit signal [34]. TWR enables the use of two channels to exchange two data

units after cancellation of this back-propagating interference (BI). TWR improves the SE of

conventional half-duplex relaying by reducing the number of uses of channel [33].

It is assumed in TWR that if Node 1 transmits data to Node 2, Node 1 also has data

to receive from Node 2 at the same time. Therefore, the first use of channel is used for

transmission by both the nodes. The fundamental idea in TWR is that two different flows of

data from two separate nodes are combined to create a two-way flow of data. However, in a

cellular system, due to non-concurrent uplink and downlink traffic requirements, combining

two data flows between a user and the BS is not always feasible. Consider, for instance, a

transmit-only user (TU) in the uplink who wants to send a video to cloud. In this case, as
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illustrated in Fig. 1.8a, user TU does not request data from the BS. It only sends data to the

BS. Consider, for example, another receive-only user (RU), who is streaming an HD video

from a service provider. In this case, as illustrated in Fig. 1.8b, user RU does not have any

data to transmit to the BS, and is only requesting data from it. These two traffic directions

TU→ RS →BS and BS →RS → RU, both lead to one-way data flow. The BS will not be

able to employ TWR with either TU or RU without a two-way data flow between the two.

Figure 1.8: Non-Concurrent traffic scenarios in cellular systems

The BS, as shown in the system model below in Fig. 1.9, can however serve them by

employing OWR, but will require four uses of channel – two each for TU and RU. The OWR

will establish two separate end-to-end links. With four uses of channel, OWR will have a

degraded SE.

The non-concurrent two-way relaying (ncTWR) protocol proposed in [35, 36], enables the

BS to assist TU and RU in two uses of channel, and offers a higher SE than OWR protocol.
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Figure 1.9: An example of a situation where BS uses one-way relaying to serve TU and RU. For the

BS to assist both TU and RU, four uses of channel are required.

This protocol extends the fundamental TWR idea of aggregating two flows. It achieves this

objective by aggregating the uplink data flow from the TU, and the downlink data flow

destined for the RU. In the first use of channel in the ncTWR protocol, both TU and BS

send their respective data signals to the relay (see Fig. 1.10). While the TU transmits its

data which is destined for the BS, the BS transmits data which is destined for the RU. The

relay receives a signal which is a sum of the signals transmitted by the TU and the BS. It

then sends a function of the sum signal to both BS and RU in the second use of channel of

ncTWR (Fig. 1.10). The first use of channel of ncTWR is usually called the multiple access

(MAC) phase, and the second use of channel is usually called the broadcast (BC) phase.

Unlike conventional TWR, the ncTWR protocol does not necessitate that a user con-

currently transmits and requests data from the BS. As a result, ncTWR re-establishes data

flow in the uplink and the downlink directions across the relay. In two uses of channel, two

data units are transferred, leading to an increased SE. Now, the BI experienced by the BS

in ncTWR protocol is due to its own transmit data in the MAC phase. The BS can cancel

its BI, just like in traditional TWR. However, the BI that the RU in ncTWR experiences is

not it’s own but rather a transmit signal from TU. Without an access of TU data, the RU

cannot cancel BI. Thus, only the TU → RS → BS link is BI-free using the ncTWR protocol,

whereas the BS → RS → RU link encounters BI. This is unlike the OWR system discussed

previously, where both of these links are BI-free. As with OWR, one goal of this protocol is

to guarantee that the BS→RS→RU link is likewise BI-free and to establish two end-to-end
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Figure 1.10: Non-Concurrent TWR (ncTWR) protocol: In the MAC phase, TU transmits data

which is intended for the BS. Similarly the BS transmits data, which is intended for the user RU. In

the BC phase, relay transmits a function of the MAC-phase sum-signal received earlier, to both BS

and RU.

BI-free links. References [37, 38] gives brief overview of the similar kind of specific problems

we are going to solve.

References [35, 36] designed a relay precoder to mitigate the BI, whereas references

[39, 40, 41] assumed that the RU can overhear the MAC-phase TU transmit signal of the

TU, and then use it to cancel the BI in the BC phase. All the aforementioned references

[36, 39, 40, 41, 35, 42] have considered single-carrier systems, and have ignored the use

of orthogonal frequency division multiplexing (OFDM) in their system design, which is an

important technology component of the 4G and 5G systems.

1.3 Contributions and organization of the thesis

The summary of the thesis contributions and its organization are as follows:

• Chapter 2 extends the ncTWR protocol to handle the non-concurrent traffic in practical

OFDM cellular system. An overhearing-based BI-cancellation technique is proposed,

wherein the RU cancels the BI by overhearing the TU broadcast signal. The OFDM

ncTWR system, with the aid of overhearing technique, provides two non-interfering

connections and only requires two uses of channel to serve both these users. In this

chapter, we also formulate optimizations to maximize the SE and global energy effi-
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ciency (GEE), which is the ratio of network SE and its power consumption, for OFDM

ncTWR protocol. We perform the studies in this thesis for an amplify-and-forward

(AF) relay as it is easy to implement [23, 36].

• Chapter 3 maximizes the SE of OFDM AF ncTWR by cooperatively allocating power

across the OFDM subbands at the TU, BS, and relay nodes. We propose a successive

convex approximation (SCA) method to approximate the non-convex SE maximization

as a convex geometric problem [43]. We numerically demonstrate that the proposed SE

maximization, based on SCA strategy, outperforms various existing SE optimizations.

The GEE metric, unlike SE is a fractional function of the optimization variables, and the

SCA-based approach cannot be trivially extended to optimize it. We then extend the

quadratic transformation (QT) based approach from [44] to optimize it. We again show

the efficacy of the proposed GEE optimization approach using numerical simulations.

• Chapter 2 and Chapter 3 consider OFDM ncTWR system with single-antenna nodes. In

Chapter 4, we consider a ncTWR system with multiple-input multiple-output (MIMO)

nodes. We additionally assume that the weak direct links between the BS, TU and

RU can be exploited to increase the SE. The focus in this chapter is on a novel MIMO

ncTWR transceiver design with direct link. We do not consider OFDM herein for the

sake of brevity. This makes it easier for us to discuss how the precoder design decom-

poses end-to-end MIMO channels into triangular channels using GSVD. We achieve

this with the novel precoder and decoder design to jointly beamform for relay and di-

rect links. The triangular channel structure makes it possible to detect the transmit

symbols at the RU and BS.

• Chapter 5 maximizes the SE and GEE for MIMO AF ncTWR, which are non-convex

problems. We again use the GP framework to maximize the SE. We then combine

GP with Dinkelbach’s method to optimize GEE. We numerically demonstrate that the

proposed technique outperforms other techniques known in the literature.

• Chapter 6 concludes the thesis with the summary of the work done in this thesis. It

discuss briefly about future research directions.



Chapter 2

System model of OFDM-based

SISO AF ncTWR

2.1 System Model of OFDM ncTWR

Consider a non-concurrent AF TWR system, as shown in Fig. 2.1 , wherein a HD relay is

used by two users, TU and RU, to communicate with the BS. The data is sent from the BS to

the RU on the downlink, and from the TU to the BS on the uplink. Because of excessive path

attenuation and shadowing, the two users aae unable to establish direct connections with the

BS [35, 36]. We also assume that all the nodes are equipped with a single antenna. We

consider an OFDM-based system with K subbands.1 In the first use of channel in ncTWR,

both BS and TU transmit their respective downlink and uplink OFDM signals to the relay,

which receives a sum of these two signals. The relay received sum signal on the kth subband

is

yr[k] = hb[k]xb[k] + hu[k]xu[k] + nr[k], for k = 1, . . . ,K. (2.1)

Here hb[k], hu[k] are the kth subband channels for the BS→Relay and the TU→Relay

links, respectively. We express xi[k] =
√
pi[k]x̃i[k] for i = u, k, where x̃i[k] has zero mean

1A group of subcarriers is termed as a subband.
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Figure 2.1: Non-current TWR: In the first use of channel (labeled ‘1’), both BS and TU send their

respective data signals to the relay. The relay amplifies its receive sum-signal, and transmits it to

both BS and RU in the second channel use (labeled ‘2’).

and unit variance such that

E

[
K∑
k=1

|xi[k]|2
]
=

K∑
k=1

pi[k] ≤ Pi for i = u, b (2.2)

The relay noise nr[k], which is independent and identically distributed (i.i.d) across sub-

bands, has complex normal distribution, denoted as CN (0, 1). We assume that, similar

to,[39, 41], the RU overhears the TU transmit signal, and utilizes it to suppress its BI in the

second channel use. The signal overheard by the RU in the kth subband is

y1u[k] = ho[k]xu[k] + n1
u[k]. (2.3)

The superscript here and in the sequel denotes the channel use of the RU receive signal. The

term ho[k] is the kth subband channel for the TU→RU overhearing-link. The first-channel-

use RU noise n1
u[k], iid across subbands, is distributed as CN (0, 1). We assume, similar to

[35, 36], a quasi-static channel model where channel is constant over multiple channel uses,

and can be estimated perfectly, and are accessible to all the nodes. The relay amplifies the

signal it receives and sends it to both BS and RU during the second channel use of ncTWR.

The relay transmit sigal xr[k] for the kth subband is

xkr =
√
pr[k]yr[k] =

√
pr[k](hb[k]xb[k] + hu[k]xu[k] + nr[k]),
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where pr[k] is the amplification factor for the kth subband. The relay signal satisfies the

maximum transmit power constraint, which is specified as

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr (2.4)

The relay transmit signal xr[k] is normalized to satisfy its transmit power constraint. The

above transmit power constraint, similar to the existing literature [36, 43, 45], also ensures

that xr[k] does not go against the relay power constraint. In the second channel use, the BS

and RU’s respective kth-subband signals are represented as

yb[k] =
√
pr[k]gb[k]

(
hb[k]xb[k]︸ ︷︷ ︸

BI

+hu[k]xu[k]
)
+ n̄b[k]

y2u[k] =
√

pr[k]gu[k]
(
hb[k]xb[k] + hu[k]xu[k]︸ ︷︷ ︸

BI

)
+ n̄2

u[k]. (2.5)

Here gb[k] and gu[k] are the kth subband channel for the Relay→BS and Relay→RU links,

respectively. Also, the effective noise at the BS and the RU in the second channel use are

n̄b[k] =
√

pr[k]gb[k]nr[k] + nb[k] (2.6)

n̄2
u[k] =

√
pr[k]gu[k]nr[k] + n2

u[k], (2.7)

where nb[k] ∼ CN (0, 1) and n2
u[k] ∼ CN (0, 1).

2.1.1 Challenges in design

The OFDM ncTWR system design has two challenging design aspects:

• a suitable BI cancelling scheme for the RU.

• a novel optimal power allocation scheme to maximize the system SE by jointly allocating

power at the BS, TU and the relay nodes, and crucially also across OFDM subbands.

2.1.2 Contributions of this chapter

The main contribution of this chapter which addresses the challenges mentioned above are

as follows:
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• Motivated by the overhearing-based BI-cancellation approach in [39, 41], the RU herein

also cancels the BI by overhearing the TU transmit signal. This approach is crucial for

the OFDM ncTWR system as it yields signal-to-noise ratio (SNR) expressions which

allows us to maximize the system SE using geometric programming.

• For the proposed OFDM-based ncTWR system, we formulate the SE and GEE opti-

mizations.

2.1.3 Overhearing based BI cancellation

The BS uses its self-data to cancel the BI in yb[k] in (2.5) as follows.

ỹb[k] =
√

pr[k]gb[k]hu[k]xu[k] + n̄b[k]. (2.8)

If RU can overhear a noise-free TU signal, it can directly cancel the BI in (2.5), which is,

however, impractical. We, therefore, consider a practical scenario where RU overhears a

noisy version of the TU transmit signal, which is given in (2.3). The RU then cancels the

interference as shown in (2.9).

The RU, by using the signal overheard in the first channel use in (2.3), cancels its BI as

follows.

ỹu[k] = y2u[k]−
√
pr[k]gu[k]hu[k]

h0[k]
y1u[k]

=
√
pr[k]gu[k]hb[k]xb[k] + n̄2

u[k]−
√
pr[k]gu[k]hu[k]

h0[k]
n1
u[k]. (2.9)

2.1.4 Rate expressions for end-to-end links

The rate expressions for the kth subband for the end-to-end TU→Relay→BS and BS→Relay→RU

links. These expressions, derived using (2.8) and (2.9), are given respectively as

Rb[k] =
1

2
log2

(
1 + SNRb[k]

)
(2.10)

Ru[k] =
1

2
log2

(
1 + SNRu[k]

)
, where (2.11)

SNRb[k] =
|hu[k]gb[k]|2pr[k]pu[k]

1 + |gb[k]|2pr[k]

SNRu[k] =
|gu[k]hb[k]|2pr[k]pb[k]

1 + |gu[k]|2pr[k] + |gu[k]hu[k]
ho[k]

|2pr[k]
. (2.12)
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The factor of 1/2 is because the HD relay cannot transmit and receive simulataneously on

the same spectral resource. The system SE for the K subbands is as

Rsum =

K∑
k=1

Rb[k] +Ru[k]. (2.13)

2.2 SE problem formulation

At the relay, BS, and TU, we will now jointly allocate the power overK subbands to maximize

Rsum by imposing power constraints at each transmit node. Before doing that, we define

power vectors pj = (pj [1], . . . , pj [K])T for j = r, b, u which we will later optimize. We now

write Rsum as Rsum(pu,pb,pr) to make it explicit that Rsum is a function of the optimization

variables pu,pb, and pr. The SE maximization problem can now be stated as following.

P1 : Max
pr,pb,pu

Rsum(pr,pb,pu) (2.14a)

s.t.
K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr (2.14b)

K∑
k=1

pb[k] ≤ Pb (2.14c)

K∑
k=1

pu[k] ≤ Pu. (2.14d)

The three constraints are respectively on the maximum transmit power of the relay, TU, and

BS. We will show that this problem can be solved using SCA, wherein each approximated

problem is cast as a geometric program (GP) in the next chapter. A logarithmic modification

in the variables allows GPs, a family of non-linear, presumably non-convex optimizations,

to be reformulated as convex problems and solved by software packages [46]. Geometric

programming has been used to allocate power in communication systems in [35, 47, 48]. The

objective function in GP is posynomial, and the inequality constraints are upper-bounded

posynomials and equality constraints are monomials [45, 49]. We refer the reader to Appendix

B.1 for a brief discussion on GP.
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2.3 GEE problem formulation

The design of energy-efficient wireless systems in search of a green and sustainable future

has recently attracted attention. The GEE metric has received attention as a performance

benchmark as it achieves a pareto-efficiency between the SE and power consumption [50].

We observe from ncTWR references in Table 3.1 that the GEE for OFDM ncTWR has not

yet been optimized. The GEE is defined as the ratio of the network SE and its total power

consumption [44] i.e.,

GEE =
Rsum∑K

k=1
1
ξ (pr[k] + pb[k] + pu[k]) + Pc

. (2.15)

Here Pc is the system circuit power. The GEE optimization problem can now be expressed

in the following manner:

P2 : Max
pr,pb,pu

Rsum∑K
k=1

1
ξ (pr[k] + pb[k] + pu[k]) + Pc

(2.16a)

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr (2.16b)

K∑
k=1

pb[k] ≤ Pb (2.16c)

K∑
k=1

pu[k] ≤ Pu. (2.16d)

The three constraints are, respectively, on the relay’s maximum transmit power, TU, and

BS. The GEE optimizes the system energy to achieve a given SE [51]. Further, the individual

transmit constraint make sure that they are not violated while optimizing the system power.

The GEE is a function of the non-concave SE, and the consumed power. We will show that

it can be optimized using QT in the next chapter.

2.3.1 Power consumption model

The consumed system power Ptotal = Pc + Ptx, where Pc is the circuit power and Ptx is the

transmission power. The circuit power Pc consists of the i) per-band signal processing power

of users TU, RU, and the BS denoted as P t
s [k], P r

s [k], P b
s [k] respectively, which linearly

scales with number of subbands; and ii) fixed power P b
f and P u

f , required to operate the
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electronic devices of the BS and the user, respectively. The circuit power Pc is therefore

[51] Pc =
∑K

k=1(P
b
s [k] + P t

s [k] + P r
s [k]) + P b

f + P u
f . The transmission power Ptx is given as

[51] Ptx =
∑K

k=1
1
ξ (pr[k] + pu[k] + pb[k]). Here, the power amplifier efficiency is denoted as

ξ ∈ (0, 1).

2.3.2 Implementation issues

Before we summarize this chapter, we will briefly discuss the implementation issues of the

proposed model. The relay requires the channels hb[k] and hu[k], which it estimates using

pilots transmitted by the BS and TU, respectively. The BS requires the composite channels

gb[k]hb[k] and gb[k]hu[k] to cancel the BI, and to decode data. The relay can help BS estimate

them by sending pilots precoded with hb[k] and hu[k], respectively. The RU requires the

composite channels gu[k]hb[k] and
gu[k]hu[k]

ho[k]
to decode data and to cancel the BI. The relay

can help RU estimate gu[k]hb[k] and gu[k]hu[k] by sending pilots precoded with hb[k] and

hu[k], respectively. The TU can help RU estimate ho[k] by sending un-precoded pilot. The

relay also requires the channels gb[k] and gu[k] to solve the optimization, which it can estimate

using the techniques from [52]. As it is easy for the relay to estimate channel of all the links,

it executes the optimization and distributes the power variables.

2.4 Summary

This chapter starts with an OFDM-based ncTWR where a receive-only user RU experiences

BI. The RU cancels the BI by overhearing the transmit-only user signal. We formulated

non-convex SE and GEE optimization problem for the proposed system model. We finally

explained the implementation issues and practical power consumption model.



Chapter 3

Optimization for OFDM

non-concurrent two-way relaying

In this chapter, we will optimize the spectral efficiency (SE) and Global energy efficiecny

(GEE) metrics for OFDM-based AF ncTWR. The non-convex SE maximization is approx-

imated as a convex GP with the help of successive convex approximation (SCA) approach.

We then employ quadratic transformation (QT) to maiximize the GEE, which have the re-

lationship between non-concave SE and the consumed power. We first give a quick overview

of the relevant ncTWR literature.

3.1 Literature overview on SE and GEE optimization of ncTWR

A high diversity precoder for ncTWR that suppresses the BI and enables the decoding of

received data with a high diversity order is developed in [53]. In [36], the SE of a single-carrier

ncTWR is optimized utilizing GP. To optimize the SE with single-carrier ncTWR and QoS

restrictions, GP is utilized in [45]. Using semidefinite relaxation, Chunguo Li [39] proposed

an overhearing precoder for single carrier ncTWR in order to maximize the SE. All of these

studies [53, 36, 45, 39] have considered single-carrier systems, and avoided the use of OFDM

in their system designs, despite the fact that OFDM is a major technology component of the

current 4G and emerging 5G systems. Reference [43] used successive convex approximation

method for approximating the non-convex SE maximization as a convex GP. In [54], a QT
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Table 3.1: An overview of the literature on SE and GEE optimization of ncTWR.

ncTWR Main contribution Metric optimized Approach

[53] Quantized precoder, single carrier None Diversity enhancing precoder

[36] Power allocation, single carrier Sum-rate Geometric programming with approximated objective

[45] Power allocation, single carrier Sum-rate+QoS Geometric programming

[39] Overhearing precoder, single carrier Sum-rate Semidefinte relaxation

[43] Current work Power allocation, OFDM Sum-rate Geometric programming

[54] Current work Power allocation, OFDM GEE Iterative quadratic transformation

method for maximizing the GEE is devised for a joint power allocation algorithm.

3.1.1 Contributions of this chapter

The following are the chapter’s contributions:

• The SE is maximized by allocating power across the OFDM subbands jointly at the

TU, BS and the relay nodes. We use SCA approach to approximate the non-convex

SE maximization as a convex GP. The approximation is then successively improved by

proposing an algorithm, which is numerically shown to converge within few iterations.

• We will show that the proposed algorithm has better SE than the other state-of-the-art

optimizations.

• We propose a QT-based approach to optimize GEE which in its numerator and denom-

inator contains the SE and the total power consumed by the network, respectively.
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3.2 SE maximization using SCA

In this section, we will show that SE maximization can be solved using SCA, wherein each

approximated problem is cast as a GP. The SE maximizationis re-stated as follows.

P1 : Max
pr,pb,pu

Rsum(pr,pb,pu) (3.1a)

s.t.

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr (3.1b)

K∑
k=1

pb[k] ≤ Pb (3.1c)

K∑
k=1

pu[k] ≤ Pu. (3.1d)

We know from [55] that a GP has a posynomial objective, and upper-bounded posyno-

mials inequality constraints. We notice that the first inequality constraint in (3.1b) that∑K
k=1 pr[k]|hb[k]|2pb[k]+pr[k]|hu[k]|2pu[k]+pr[k] ≤ Pr is a posynomial in the variables pr,pb

and pu. This is because the coefficients of the variables pr[k], pb[k] and pu[k] are non-negative.

Also the posynomial is upper-bounded by Pr ∀ k = 1, · · · ,K. Similarly, the constraints∑K
k=1 pb[k] ≤ Pb and

∑K
k=1 p

k
u ≤ Pu are posynomials in pb and pu, and are upper-bounded

by Pb and Pu, respectively. To optimize P1 in (3.1), we now cast it in the epigraph form

[55].

P2 : Max
pr,pb,pu,γb,γu

K∑
k=1

1

2
log2 (1 + γb[k]) +

1

2
log2 (1 + γu[k]) (3.2a)

s.t. γb[k] ≤
|hu[k]gb[k]|2pr[k]pu[k]

1 + |gb[k]|2pr[k]
(3.2b)

γu[k] ≤
|gu[k]hb[k]|2pr[k]pb[k]

1 + |gu[k]|2pr[k] + |gu[k]hu[k]
ho[k]

|2pr[k]
(3.2c)

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu.
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The problem P2 can equivalently be expressed as

P3 : Min
pr,pb,pu,γb,γu

K∏
k=1

[
(1 + γb[k]) (1 + γu[k])

]−1
(3.3a)

s.t. γb[k] ≤
|hu[k]gb[k]|2pr[k]pu[k]

1 + |gb[k]|2pr[k]

γu[k] ≤
|gu[k]hb[k]|2pr[k]pb[k]

1 + |gu[k]|2pr[k] + |gu[k]hu[k]
ho[k]

|2pr[k]
K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu.

We have dropped the constant 1/2 and the monotonically increasing log term from the

objective. We now re-cast the constraints (3.2b) and (3.2c) in problem P3 as follows.

P4 : Min
pr,pb,pu,γb,γu

K∏
k=1

[
(1 + γb[k]) (1 + γu[k])

]−1
(3.4a)

s.t. γb[k]
(
pr[k]

−1pu[k]
−1 + |gb[k]|2pu[k]−1

)
≤ |hu[k]gb[k]|2 (3.4b)

γu[k]
(
pr[k]

−1pb[k]
−1 + |gu[k]|2pb[k]−1 + |gu[k]hu[k]

ho[k]
|2pb[k]−1

)
≤ |gu[k]hb[k]|2

(3.4c)

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu.

(3.4d)

We observe that the upper-bounded constraints (3.4b), (3.4c) are posynomials in γb,γu,pr,pb

and pu as the coefficients of γb[k], γu[k], pr[k], pb[k] and pu[k] are non-negative. The objective

function in P4 is non-convex as is the inverse of product of two posynomials, and consequently

not a posynomial [55]. We handle this non-convexity by approximating these two posynomials

as monomials – product of two monomials is a monomial, and its inverse is a monomial [55].

This will enable us to use GP framework to solve the approximated problem. We utilize the

following lemma from [56] to accomplish this goal.
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Lemma 1 The monomial approximation of 1+γb[k] is c1[k]γb[k]
a1[k] where a1[k] =

(
γ̂b[k]

1+γ̂b[k]

)
and c1[k] = γ̂b[k]

−a1[k](1 + γ̂b[k]). Similarly the posynomial 1 + γu[k] is approximated as

c2[k]γu[k]
a2[k] where a2[k] =

(
γ̂u[k]

1+γ̂u[k]

)
and c2[k] = γ̂u[k]

−a2[k](1 + γ̂u[k]). Here γ̂b[k] > 0 and

γ̂u[k] > 0 are arbitrary points near (1 + γ̂b[k]) and (1 + γ̂u[k]), respectively.

By using Lemma 1, the objective can be re-formulated as

Min
pr,pb,pu,γb,γu

C

K∏
k=1

[
γb[k]

(
γ̂b[k]

1+γ̂b[k]

)
γu[k]

(
γ̂u[k]

1+γ̂u[k]

)]−1
, (3.5)

where C =
∏K

k=1 γ̂b[k]
−a1[k]γ̂u[k]

−a2[k] is the net multiplicative constant. We see that the

objective, after this approximation, is a monomial. We next iteratively improve the above

approximation by proposing Algorithm 1 (on the next page).

Algorithm 1: Joint power allocation using GP

Input: A maximum number of iterations L, and the tolerance ϵ > 0.

Output: Optimization variables pr,pb and pu.

22 Initialization: Calculate initial values of γ̂1
b and γ̂1

u by allocating equal power across

all K subbands.

44 for m← 1 to L do

66 Given a feasible pi,∀i = r, b, u compute
ˆγm
b [k]

1+ ˆγm
b [k]

,
ˆγm
u [k]

1+ ˆγm
u [k]
∀k = 1, · · · ,K.

88 Solve the GP to calculate pr,pb,pu,γb,γu

Min
pr,pb,pu,γb,γu

C
K∏
k=1

[
γb[k]

(
γ̂b[k]

1+γ̂b[k]

)
γu[k]

(
γ̂u[k]

1+γ̂u[k]

)]−1

s.t. α−1
l γ̂l ≤ γl ≤ αlγ̂l, for l ∈ {b, u}

(3.1b), (3.1c), (3.1d), (3.4b), (3.4c). (3.6)

1010 Do until convergence

if max |γb − γ̂m
b | ≤ ϵ and max |γu − γ̂m

u | ≤ ϵ then

11 break

12 else γ̂m+1
b = γb and γ̂m+1

u = γu

1414 return pr,pb and pu.
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The initial values of γ̂b and γ̂u in step-3 of the algorithm are derived using equal power

allocation, and the values of
(

γ̂b
1+γ̂b

)
,
(

γ̂u
1+γ̂u

)
are calculated accordingly. The fourth step

solves an approximated GP around the current guesses γ̂b, and γ̂u. The inequality constraints

in (3.6), known as trust region constraints, are added to confine the domain of variables γb

and γu around the current guess γ̂mb and γ̂mu , respectively. The parameters αb and αu control

the desired approximation accuracy and the convergence speed.

This algorithm approximates the posynomial with a monomial and, is therefore, not

optimal. But this heuristic approach, as shown in [57, 58], yields a globally optimal solution

96% of the time, and only marginally degrades the SE by 2%.

3.3 GEE maximization using quadratic transform

The GEE optimization problem can be formulated as follows.

P5 : Max
pr,pb,pu

Rsum∑K
k=1

1
ξ (pr[k] + pb[k] + pu[k]) + Pc

(3.7a)

s.t.

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr, (3.7b)

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu. (3.7c)

The three constraints are, respectively, on the relay’s maximum transmit power, TU, and

BS. The GEE optimization is a fractional function of the non-concave SE and the power

consumption, and the SCA technique, developed for SE cannot be directly applied to optimize

it. We will apply recently developed QT method to optimize it [44]. To accomplish this

objective, we use the following proposition from [44] which will decouple its numerator and

denominator in the GEE objective.

3.3.1 GEE optimization using quadratic transformation

Proposition 1 Consider a function of ratio problem

Max
x

f
(u(x)
v(x)

)
subject to x ∈ χ, (3.8)
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where fk(·) is a non-negative function, and χ is a convex set. The numerator and denomi-

nator functions are defined as: u(x) : Rn → R+ and v(x) : Rn → R++. The aforementioned

problem in (3.8) can be equivalently expressed using QT as

Max
x,y

f
(
2
√

u(x)y − y2v(x)
)
subject to x∈χ, y∈R. (3.9)

The functions u(x) and v(x) must be non-negative and positive, respectively, according to

Proposition 1. Next, we assert a different result from [44], that is predicated on a particular

structure for the functions u(x) and v(x). This proposition, as shown next, will allow us to

calculate a stationary (x, y) of (3.9) by iteratively solving a concave problem and a closed-

form equation.

Proposition 2 For the function of ratio problem in (3.8), considering that the function f

is concave and non-decreasing, if each u(x) is concave and v(x) is convex in concave-convex

ratio form of u(x)
v(x) , the problem (3.9) is a concave problem in x for a given y, and the optimal

value of y can be obtained in a closed form as y∗ =

√
u(x)

v(x) for a given x. By iteratively

optimizing x and y, the problem (3.9) converges to a stationary point of (3.8) with a non

decreasing objective value after every iteration.

We now use the QT in Proposition 1 to solve P5. Even after using QT, the GEE optimization

is challenging due to the non-concave terms. To account for that, we will apply the first-order

Taylor series result to linearly approximate these non-concave terms. Using Proposition 1,

we now rewrite P5 using QT as

P6 : Max
pr,pb,pu,y

2y
√
Rsum− y2

K∑
k=1

1

ξ
(pr[k]+pb[k]+pu[k])+Pc

s.t.
K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr,

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu.

Here, y is an auxiliary variable which decouples the numerator and denominator of GEE. We

observe from objective in P6, the term Rsum contains two fractional terms in the form of
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SNRb[k] and SNRu[k]. Hence using the proposition 1 twice, we rewrite the P6 as

P7 : Max
pr,pb,pu,y,w,z

2y
( K∑

k=1

1

2
log2(1 + 2wk

√
Ck − w2

kDk)

+
K∑
k=1

1

2
log2(1 + 2zk

√
Ek − z2kFk)

) 1
2

− y2
K∑
k=1

1

ξ
(pr[k]+pb[k]+pu[k])+Pc (3.11a)

s.t.

K∑
k=1

pr[k]|hb[k]|2pb[k] + pr[k]|hu[k]|2pu[k] + pr[k] ≤ Pr,

K∑
k=1

pb[k] ≤ Pb

K∑
k=1

pu[k] ≤ Pu, y ∈ R,w ∈ RK and z ∈ RK .

Here w = [w1, · · · , wK ] and z = [z1, · · · , zK ], where each wk and zk decouples the nu-

merator and denominator of each Rb[k] and Ru[k] respectively. For notational convenience,

we use Ck, Dk and Ek, Fk for k = 1, · · · ,K to denote the numerator and denominator of

SNRb[k] and SNRu[k] in (2.12), respectively. In summary, we use QT twice in Proposition 1

to change P5 to P6. From Proposition 2, P7 is a concave maximization problem if Ck, Ek

and Dk, Fk are concave and convex functions respectively.

We see that the terms Ck and Ek are non-concave in optimization variables pr[k], pu[k]

and pb[k]. Further the constraint (3.7c) is convex but the LHS of (3.7b) is non-convex. We use

first-order Taylor series approximation to linearize pr[k]pb[k] and pr[k]pu[k] as affine function

in pr[k], pb[k], pu[k], which will help us convexify the objective and the constraint, utilizing

the following lemma, the proof of which is relegated to Appendix A.

Lemma 2 The non-convex terms pr[k]pb[k] and pr[k]pu[k] can be linearly approximated as

pr[k]pb[k] = p̃r[k]p̃b[k] + p̃b[k](pr[k]− p̃r[k]) + p̃r[k](pb[k]− p̃b[k]) and pr[k]pu[k] =p̃r[k]p̃u[k] +

p̃u[k](pr[k]− p̃r[k])+ p̃r[k](pu[k]− p̃u[k]) where p̃r[k], p̃b[k] and p̃u[k] are initial values of pr[k],

pb[k] and pu[k], respectively.

Proof. Refer to Appendix B.2.

To convexify the objective, we now use Lemma 2 for affine approximation of Ck and Ek

in (3.11a).

Ĉk = |hu[k]gb[k]|2
(
p̃r[k]p̃u[k]+p̃u[k](pr[k]−p̃r[k])+p̃r[k](pu[k]−p̃u[k])

)
(3.12)
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Êk = |gu[k]hb[k]|2
(
p̃r[k]p̃b[k]+p̃b[k](pr[k]−p̃r[k])+p̃r[k](pb[k]−p̃b[k])

)
. (3.13)

Hence both Ĉk and Êk are concave (affine) and Dk and Fk are convex which makes the

objective in P3 to concave. The constraint (3.7b) is now modified using the Lemma 1 as

K∑
k=1

|hb[k]|2
(
p̃r[k]p̃b[k]+p̃b[k](pr[k]−p̃r[k])+p̃r[k](pb[k]−p̃b[k])

)
+ |hu[k]|2

(
p̃r[k]p̃u[k]+p̃u[k](pr[k]−p̃r[k])

+p̃r[k](pu[k]−p̃u[k])
)
+ pr[k] ≤ Pr. (3.14)

The left side of the above constraint in (3.14) is now affine. Using (3.12), (3.13) and (3.14),

we rewrite P7 as P8.

P8 : Max
pr,pb,pu,y,w,z

2y
( K∑

k=1

1

2
log2(1 + 2wk

√
Ĉk − w2

kDk)

+
K∑
k=1

1

2
log2(1 + 2zk

√
Êk − z2kFk)

) 1
2

− y2
K∑
k=1

1

ξ
(pr[k] + pb[k] + pu[k]) + Pc (3.15a)

s.t. (3.14), (3.7c), y ∈ R,w ∈ RK and z ∈ RK .

The problem P4 is now concave in pr,pb,pu for a given y, w and z. After calculating

pr,pb,pu, using Proposition 2, we determine the optimal values for auxiliary variables y, w

and z as

y =

√
Rsum∑K

k=1
1
ξ (pr[k] + pb[k] + pu[k]) + Pc

(3.16a)

wk =

√
|hu[k]gb[k]|2pr[k]pu[k]
1 + |gb[k]|2pr[k]

(3.16b)

zk =

√
|gu[k]hb[k]|2pr[k]pb[k]

1 + |gu[k]|2pr[k] + |gu[k]hu[k]
ho[k]

|2pr[k]
. (3.16c)

Here w = [w1, · · · , wK ] and z = [z1, · · · , zK ]. We iteratively calculate pr,pb,pu by first

solving P3 for a given y, w and z and then calculate y, w and z from (3.16a), (3.16b),

(3.16c), respectively. The process is summarized in Algorithm 2 below on the next page.
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Algorithm 2: GEE optimization using quadratic programming

Input: Tolerance ϵ > 0, and the maximum iterations L.

Output: Optimal power allocation variables pr,pb and pu.

22 Initialization: Allocate equal power across all K subbands to calculate initial feasible

values of pr,pb and pu, denoted as, p1
r ,p

1
b and p1

u, respectively.

44 for m← 1 to L do

66 Given a feasible pm
i ,∀i = r, b, u compute y, w and z ∀k = 1, · · · ,K from (3.16a),

(3.16b) and (3.16c).

88 Solve the following problem to calculate pr,pb,pu

Max
pr,pb,pu

2y
( K∑

k=1

1

2
log2(1 + 2wk

√
Ĉk − w2

kDk)

+

K∑
k=1

1

2
log2(1 + 2zk

√
Êk − z2kFk)

) 1
2

− y2
K∑
k=1

1

ξ
(pr[k] + pb[k] + pu[k])+Pc (3.17a)

s.t. (3.14), (3.7c), y ∈ R,w ∈ RK and z ∈ RK .

1010 Do until convergence

if max |pr − pm
r | ≤ ϵ and max |pb − pm

b | ≤ ϵ and max |pu − pm
u | ≤ ϵ then

11 break

12 else pm+1
r = pr, p

m+1
b = pb and pm+1

u = pu

1414 return pr,pb and pu.
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3.3.2 Convergence analysis

The auxiliary variables y, w, z are determined by (3.16a), (3.16b) and (3.16c) respectively,

using pm
r , pm

b and pm
u . The objective in P1, P3 and P4 are written as fo(p

m
r ,pm

b ,pm
u ),

fq(p
m
r ,pm

b ,pm
u , y,w, z) and f̃q(p

m
r ,pm

b ,pm
u , y,w, z) respectively at the m-th iteration. First,

we state a useful lemma, which can be easily verified.

Lemma 3 fo(pr,pb,pu) ≥ fq(pr,pb,pu, y,w, z), with equality iff y,w, z satisfy (3.16a),

(3.16b) and (3.16c) respectively.

fo(p
m+1
r ,pm+1

b ,pm+1
u )

(a)
= fq(p

m+1
r ,pm+1

b ,pm+1
u , ym+1,wm+1, zm+1|pm

r ,pm
b ,pm

u )

(b)

≥ f̃q(p
m+1
r ,pm+1

b ,pm+1
u , ym+1,wm+1, zm+1|pm

r ,pm
b ,pm

u )

(c)

≥ f̃q(p
m+1
r ,pm+1

b ,pm+1
u , ym,wm, zm|pm

r ,pm
b ,pm

u )

(d)

≥ f̃q(p
m
r ,pm

b ,pm
u , ym,wm, zm|pm

r ,pm
b ,pm

u )

(e)
= fq(p

m
r ,pm

b ,pm
u , ym,wm, zm|pm

r ,pm
b ,pm

u )

(f)
= fo(p

m
r ,pm

b ,pm
u ).

In the above equations, the notation f(. . . |pm
r ,pm

b ,pm
u ) imply “for a given value of

pm
r ,pm

b ,pm
u ”. Equality in (a) is due to Lemma 2. Inequality (b) is due to fact that Tay-

lor series approximation of the first order allows a convex function to be lower bounded [59].

Inequality (c) is because the updates of auxiliary variables y, w, z in (3.16a), (3.16b) and

(3.16c) respectively, maximize f̃q, with other variables being fixed. Ineqaulity (d) is because

the updates of pr, pb, pu maximize f̃q, with other variables being fixed. Equality in (e) is

because Taylor-series-approximated f̃q and fq are equal at pm
r ,pm

b ,pm
u [59]. Equality in (f)

is because of Lemma 2. The objective fo is monotonically nondecreasing after each iteration.

As the value of fo is bounded from above, the algorithm must converge to a local optimum.

3.4 Simulation results

We will now compare numerical performance of the proposed joint power allocation algorithm

using GP (denoted as JPAGP) for an OFDM asymmetric AF TWRN with K subbands. We
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contrast the efficacy of the proposed algorithm with i) conventional equal-power allocation

(EPA)[60]; ii) random power allocation (RPA)[60]; and iii) 4-channel-use (denoted as 4CU or

OWR) one-way relaying protocol [41] where the BS serves TU and RU in two channel uses

each. We also perform a numerical analysis of the GEE obtained using the proposed QT-base

algorithm (denoted as QTPA) for an OFDM AF ncTWR with K subbands. We compare the

performance of the QTPA algorithm with above mentioned methods along with the scheme

where overhearing link is ignored (labelled as QTWOL); and geometric programming-based

SE maximization algorithm in [43] (labelled as GPSRM). The GPSRM scheme maximizes

the SE using geometric programming and uses the optimal power so obtained for calculating

GEE. The QTWOL scheme uses the proposed algorithm to maximize GEE but ignores the

overhearing link. The conventional OWR also uses the proposed algorithm to maximize the

GEE but the BS now requires four time slots to serve TU and RU - two to receive data

from TU and two to send data to RU. The RPA scheme randomly allocates power across the

subbands at the TU, relay and BS nodes to satisfy their individual power constraints. We

assume that, similar to [35, 36], the channels between the different links are distributed as

CN (0, ηi) where i = b for BS↔Relay link, i = u for Relay ↔ RU link and i = o for TU →

RU overhearing link. The channel variance ηi for {i ∈ u, b, o} denote the channel gains of the

respective links. For notational convenience in simulations, we set Pr = Pb = Pu = η.

3.4.1 Comaprison of SE with the existing state-of-the-art designs

We plot in Fig. 3.1 the SE by varying ηu. For this study, we fix the noise power as unity, and

fix ηb = 10 dB and ηo = 5 dB with respect to the noise power. We also assume Pu = 5 dB,

Pr = 10 dB, and Pb = 10 dB with respect to the noise power. We choose, similar to [56],

αb = αu = 3. We also fix ϵ = 10−2 and K = 16 subbands. We see from the Fig. 3.1 that

the proposed algorithm outperforms both sub-optimal EPA and RPA schemes. Further the

4-channel-use one-way relaying, due to four channel uses, has inferior SE than both other

schemes.
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Figure 3.1: Average SE vs ηu for ηb = 10 dB,ηo = 5 dB and K = 16;

3.4.2 Convergence of JPAGP

We explore in Fig. 3.2 the proposed algorithm convergence behavior by plotting the SE

achieved by the algorithm in each iteration. For this study, we consider the same parameters

as in Fig. 3.1. Within 8 GP iterations, we see that the algorithm converges for various ηu

values.

3.4.3 Comparison of SE by varying number of subbands

We compare in Fig. 3.3 and Fig. 3.4 the proposed algorithm by varying the number of

subbands K. In Fig. 3.3, we fix ηu = ηb = 10 dB and ηo = 5 dB for all K values, whereas

in Fig. 3.4 we fix ηu = ηb = ηo
△
= η = 2 dB for K = 5 subbands, and then we double η

with every K = 5 subband increment. We observe that the proposed algorithm outperforms

both EPA and RPA algorithms for different values of subbands. In Fig. 3.3, for K = 40

subbands, it yields 6 bps/Hz and 3.5 bps/Hz higher average SE than the RPA and the EPA,

respectively. For larger K values, the proposed algorithm has higher flexibility to optimize

the power budget, which increases the SE difference when compared with smaller K values.

In Fig. 3.4, for K = 25 subbands, the proposed algorithm yields 8.5 bps/Hz and 13.1 bps/Hz

higher average SE than the EPA and the RPA, respectively. For K = 40, the gap between
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Figure 3.2: Sum-rate vs L for ηb = 10 dB and ηo = 5 dB
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Figure 3.3: Average SE versus K for fixed ηb, ηu and ηo;
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Figure 3.4: Varying the number of subbands K with variable ηb, ηu and ηo.

the proposed and the EPA is reduced as the system now is operating in the high-SNR regime,

where equal power itself is close to optimal.

In Fig. 3.4, the sum-rate increases at a linear rate with increasing number of sub-bands

until K=20. The sum-rate in Fig 3.4 not only depends on sub-bands but we also vary ηb, ηu

and ηo. In Fig. 3.4 we fix ηu = ηb = ηo
△
= η = 2 dB for K = 5 subbands, and then we double

η with every K = 5 subband increment. This is the reason for sum-rate increase at a rate

more than linear with increasing number of sub-bands.

3.4.4 GEE comparision with existing methods

We first investigate in Fig. 3.5 the GEE obtained by varying η, which is the maximum

power available at the TU, relay and the BS. We also fix the noise power, and assume it

to be unity. We also fix ηu = 10 dB, ηb = 10 dB, and ηo = 5 dB with respect to the

noise power. Also, P b
s = 40 mW, P t

s = 5 − 30 mW, P r
s = 5 − 30 mW per subband and

P u
f = 50 mW and P b

f = 2000 mW. We also fix tolerance ϵ = 10−3, L = 30 in Algorithm

1 and K = 16 subbands. We observe from Fig. 3.5 that the proposed QTPA algorithm

outperforms all the aforementioned state-of-the-art techniques. We also observe that with

the proposed algorithm, the GEE increases till η = 5 dB, and after which it remains constant.
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This is because power of η = 5 dB allows the system to achieve the maximum GEE, and any

additional power used by the system will only decrease the GEE for EPA, RPA and GPSRM

schemes as the system continues utilising the available power for η > 5 dB.
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Figure 3.5: GEE vs η for ηb = 10 dB,ηu = 10 dB, ηo = 5 dB and K = 16;

3.4.5 GEE versus number of iterations
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Figure 3.6: GEE versus L for ηb = 10 dB, ηo = 5 dB, η = 10 dB and K = 16;
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We see from Fig. 3.6, where GEE versus number of iterations is plotted, that the algorithm

converges in a few iterations. This also shows that the QT-based algorithm does not increase

complexity.

3.4.6 GEE comparison with number of subbands

We next vary the number of subbands K in Fig. 3.7 and Fig. 3.8, and plot the GEE achieved.

In Fig. 3.7, we fix ηu = ηb = η = 10 dB and ηo = 5 dB for all K values, whereas in Fig. 3.8

we start by considering η = 2 dB for K = 1 subband and then double it with each K = 20

subband increment. We observe that the proposed QTPA algorithm, for different subband

values, yields higher GEE than other techniques. In Fig. 3.7, for K = 70 subbands, it yields
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Figure 3.7: GEE versus K for fixed η, ηb, ηu and ηo;

9%, 16%, 22%, and 35% bits/Joule/Hz better GEE than the GPSRM, the QTWOL, the EPA

and the RPA, respectively. In Fig. 3.8, for K = 90 subbands, the QTPA algorithm yields 9%,

15%, 21%, and 24% bits/Joule/Hz higher GEE than the GPSRM, the QTWOL, the EPA and

the RPA, respectively. In Fig. 3.7 and Fig. 3.8, the GEE decreases with increase in subbands

K as the circuit power depends on the number of subbands. The GEE decreases after a

certain K value as the total power consumed by the system now dominates the increase

in SE. In Fig. 3.8, after K = 40 subband, the increase in η helped to allocate more and
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Figure 3.8: GEE versus K

more power during optimization, and hence the rapid increase. However, after a certain

point around K = 90, the GEE reduces, as the total power consumed by the system, now

dominates the increase in SE.

3.4.7 SE versus GEE comparison

We next plot in Fig. 3.9 the system SE-GEE relationship for different η values. We see that

for a fixed η, increasing the number of sub-bands K, increases both SE and GEE. Further,

for a given K value, increasing η value, reduces both GEE and SE.

3.5 Summary

In this chapter, we first developed a joint power allocation algorithm which solves the non-

convex SE optimization using SCA approach. We showed that the proposed algorithm yields

better average SE than the baseline equal and random power allocation schemes. Later, we

used QT to develop a joint power allocation algorithm to maximize the GEE metric. We

showed that the proposed algorithm not only uses lesser than the maximum available power

but also achieves as high as 35% average GEE over other state-of-the-art algorithms. We

also showed that with the increase in the number of subbands, the ncTWR GEE decreases
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Figure 3.9: GEE vs SE for ηb = 10 dB,ηu = 10 dB, ηo = 5 dB

as the circuit power depends on number of subbands.



Chapter 4

Transceiver Design for MIMO AF

ncTWR Relaying

We now extend the ncTWR system model to include MIMO nodes. We will not consider the

overhearing protocol to cancel BI here as it becomes extremely difficult for the MIMO users

to collect the relevant channel state information. We will also use generalised singular value

decomposition (GSVD) to design a transceiver for AF MIMO ncTWR . We will now also

include the direct links between BS, RU and TU to further increase the SE. We first discuss

the literature survey for MIMO ncTWR.

For the multi-user ncTWR scenario, reference [48] constructed a precoder at the relay

and allocated power only at the relay. This design did not epxloit tje the additional precod-

ing gains at the BS and TU. Also, [45] designed a joint transceiver with quality of service

constraints and jointly optimized the source and relay precoders unlike the[48]. In [36], a

common transceiver is designed with relaxed antenna constraints to work for conventional

TWR and ncTWR with reduced complexity. In [61], overhearing-based BI-cancellation ap-

proach for OFDM based ncTWR is studied. However, [53, 36, 62, 48, 35, 45, 63, 61] did not

consider direct link between the BS and users. The studies mentioned above are summarized

in Table. 4.1.
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Table 4.1: Summary of MIMO ncTWR focussing on SE and GEE

ncTWR Summary Direct link Precoder using GSVD Joint power allocation GEE

[48] Multi user ncTWR, sum-rate ✗ ✗ ✗ ✗

[35] Transceiver design of MIMO ncTWR to reduce BER ✗ ✗ ✗ ✗

[36] Common transceiver design, relaxed antenna constraints ✗ ✗ ✓ ✗

[45] Transceiver design with quality-of-service (QoS) constraints ✗ ✗ ✓ ✗

[63] Precoders using zero-forcing and minimum-mean-square-error criteria ✗ ✗ ✗ ✗

[61] OFDM system, overhearing-based interference cancellation ✗ ✗ ✓ ✗

current work Direct link ncTWR, Source precoder using GSVD, joint design of

Relay precoder and source combiner, Optimized SE power allocation

✓ ✓ ✓ ✓

4.1 System Model

We consider, as shown in Fig. 4.1, the MIMO AF ncTWR system, where the BS communicates

with the two users i.e., TU and RU through a HD relay. Each of the BS and two UEs are

equipped withM antennas, while the relay is equipped with N ≥ 2M antennas. This antenna

restriction is required to cancel the BI [35, 64]. We consider a scenario where relays are used

to increase the capacity. In such systems, the BS not only exploits the indirect link through

relay, but also the direct link. Both TU and BS transmit to relay during MAC phase of

ncTWR. The RU and BS also receive direct link signal from BS and TU, respectively. The

relay amplifies the sum-signal obtained during initial channel usage and transmits it to the

RU and BS during the BC phase of ncTWR.

Figure 4.1: Illustration of MIMO ncTWR
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The MAC-phase sum-signal received by the relay is yr ∈ CN×1, which is given as

yr = Hbx̂b +Hux̂u + nr = Hx̂+ nr. (4.1)

Here the matrixHi ∈ CNxM for i = b, u,1 are the MAC phase channels for the BS→ relay and

the TU→ relay links, and H = [Hb Hu] is the MAC-phase composite channel matrix and the

vector x̂ = [x̂b; x̂u]. The vector nr ∈ CNx1 denotes the circular-symmetric complex AWGN

at the relay. It is distributed as CN (0, σ2
rIN ). The vector x̂i ∈ CMx1 denotes the precoded

data by the BS and the TU obtained by multiplying the normalized complex information

data xi ∈ CNx1 with precoder matrix Bi ∈ CMxM , and is given as

x̂i = Bixi. (4.2)

We assume that both TU and BS transmit N independent streams such that E(xix
H
i ) =

Σi = IM . The transmit power constraint met by precoded data vector x̂i is

Tr[E(x̂ix̂
H
i ] = Tr(BiΣiB

H
i ) = Tr(Ξ) ≤ Pi. (4.3)

Due to the direct links, the BS in the MAC phase receives the uplink signal transmitted

by the TU while the RU receives the downlink signal transmitted by the BS. The uplink and

downlink signals are given respectively as

q̂b = Lx̂u + n̂qb , (4.4a)

q̂u = Rx̂b + n̂qu , (4.4b)

where {L,R} ∈ CMxM are the direct link channels of the TU → BS and the BS→RU links,

respectively. The vectors {n̂qb , n̂qu} ∈ CMx1, distributed as CN (0, σ2IM ), denote the AWGN

at the BS and RU, respectively. The BS and RU combine their MAC phase direct link signals

using combininig matrices Sb and Su respectively as following.

q̃b = Sbq̂b, (4.5a)

q̃u = Suq̂u. (4.5b)

1To avoid repetition, we assume that i = b, u throughout this chapter.
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The relay multiplies the signal yr it receives with a precoder W ∈ CNxN during the BC

phase of ncTWR. The relay transmi signal is

xr = Wyr, (4.6)

which satisfies the following transmit power constraint

Pr ≥ Tr(E(xrx
H
r ))

= Tr(WHΣHHWH + σ2
rWWH). (4.7)

The signals received by the BS and RU in the BC phase

yb = Gbxr + nb

= GbWHbx̂b︸ ︷︷ ︸
BI

+GbWHux̂u +GbWnr + nb

yu = Guxr + nu

= GuWHbx̂b +GuWHux̂u︸ ︷︷ ︸
BI

+GuWnr + nu. (4.8)

The matrices Gb ∈ CMxN and Gu ∈ CMxN are the BC phase channels for the relay → BS

and the relay → RU links, respectively. The vectors nb ∈ CMx1 and nu ∈ CMx1, distributed

as ∼ CN (0, σ2IM ), represent the AWGN at the BS and the RU, respectively. We assume all

the channels are frequency-flat and quasi static. The BS is aware of its own data transmitted

during the MAC phase, it can cancel its BI. The RU, in contrast, cannot do that. This BI is

canceled by designining precoder W in the following section. The received signals at the BS

and RU, after using the BI-cancelling precoder at the BS, are given respectively as

ŷb = GbWHux̂u +GbWnr + nb,

ŷu = GuWHbx̂b +GuWnr + nu. (4.9)

For the BC phase, the BS and the RU employ combiner matrices Kb and Ku respectively, to

combine their received data as follows

ỹb = Kbŷb = KbGbWHux̂u +KbGbWnr +Kbnb,

ỹu = Kuŷu = KuGuWHbx̂b +KuGuWnr +Kunu, (4.10)
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where Ki ∈ CMxM .

The BS and RU now add their receive signals i.e., (direct and relay link) before decoding

their data.

ȳb = ỹb + q̃b; and ȳu = ỹu + q̃u. (4.11)

The precoder and the combiner are designed such that the overall channel for ȳb and ȳu reduce

to triangular matrix. Both BS and RU employ SIC to decode data. Such an approach, will

help us in scalarizing the optimization problems which considerably simplifies them.

4.2 Transceiver design

This section constructs the relay precoder W to cancel the BI for the RU. To enable this

objective, the proposed precoder matrix is partitioned into three matrices as follows

W = MDF. (4.12)

The matrices M ∈ CNx2M , and F ∈ C2MxN are contructed to cancel the RU BI alone, and

are therefore termed as BI-cancelling precoders. Precoders M and F are divided further into

M = [Mb Mu] and F = [Fb ;Fu] respectively, where Mi ∈ CNxM and Fi ∈ CMxN . Precoder

D ∈ C2Mx2M is defined below.

D =

 0 Db

Du 0

 .

This precoder D is contructed to triangularize the end-to-end MIMO channels at the BS and

RU. The precoder D is also used to optimally allocate power to maximize the SE and GEE.

The objective of TU and BS precoder, and BS and RU combiners is that the overall channel

of the system reduces to a triangular matrix. This, in turn, will enable both BS and RU to

decode data by simply applying SIC. We later jointly optimize the power to maximize the

SE which summarizes the proposed design as in Algorithm 3.

We now elaborate the proposed design discussed in Algorithm 3 in the following sections.
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Algorithm 3: Proposed design.

22 BI-cancelling precoder : Design M and F relay precoder components to mitigate

RU’s BI.

44 Design of source precoder using GSVD: Design of source precoders Bu and Bb using

GSVD and direct link combiners Su Sb.

66 Joint design of relay precoder and source combiner for relay link : Design Db and Kb

for BS → relay → RU and Du and Ku for TU → relay → BS.

4.2.1 Design of BI-Cancelling precoders

The signal received by the BS and the RU in the BC phase in (4.8) are stacked to create a

vector y such that

y = Gxr + n. (4.13)

The vector y = [yb;yu] and n = [nb;nu]. The matrix G = [Gb;Gu] is the composite channel

of the BC phase. To construct the BI-cancelling precoders, we begin by substituting yr,xr

and W from (4.1), (4.6) and (4.12) respectively in (4.13).

y = GW(Hx̂+ nr) + n

= GWHx̂+GWnr + n

= GM︸︷︷︸
G̃

D FH︸︷︷︸
H̃

x̂+GWnr + n︸ ︷︷ ︸
ñ

= G̃DH̃x̂+ ñ. (4.14)

To cancel the BI only for RU, the BI cancelling precoders M and F must be developed to

reduce G̃ and H̃ into lower and upper block diagonal matrices. With such a design, the

vector in (4.14) can be expressed as follows:

y =

G̃b 0

G̃n G̃u

 0 D̃b

D̃u 0

H̃u H̃n

0 H̃b

x̂b

x̂u

+ ñ

y =

 (G̃bDbH̃b)x̂u

G̃uDuH̃ux̂b + (G̃nDbH̃b + G̃uDuH̃n)x̂u

+ ñ.
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We can observe that the signal the RU received is BI-free whereas the BS experiences the

BI. The BI free signal at BS, after it mitigates its BI, and RU are given respectively as

ŷb = (G̃bDbH̃b)x̂u + n̂b (4.15a)

ŷu = (G̃uDuH̃u)x̂b + n̂u. (4.15b)

The BS and RU recover their desired signal using the decoder Kb and Ku respectively as

follows

ỹb = Kbŷb = Kb(G̃bDbH̃b)x̂u + ñb (4.16a)

ỹu = Kuŷu = Ku(G̃uDuH̃u)x̂b + ñu. (4.16b)

The ñi, which has pdf CN (0,Σñi
) ∀ i∈ {b, u}, is the effective noise at the BS and RU.

4.2.2 Precoder design for uplink

We next design BS and TU precoders Bb and Bu and the BS and RU decoders Kb and Ku,

respectively. The objective of designing the precoder and decoder is to i) jointly beamform

for the relay and direct links; and ii) reduce the end-to-end downlink and uplink channel in

(4.11) to a triangular matrix.

To achieve this objective, we rewrite (4.4a) and (4.15a) as follows:

ŷb = G̃bDbH̃bBuxu + n̂b (4.17a)

q̂b = LBuxu + n̂qb
. (4.17b)

We see from (4.17a) and (4.17b) that the precoder Bu should be designed to beamform for

two links i.e., the direct and the relay link. The GSVD can concurrently decompose two

matrices and thus can be used for beamforming for the relay and the direct link. We perform

GSVD of MIMO channels H̃b and L as follows

H̃b = UH̃b
ΣH̃b

TH

L
, L = ULΣLT

H
L . (4.18)

Here {UH̃b
,UL}∈CM×M have M orthonormal rows, ΣH̃b

∈RMxM
+ = diag(σH̃b,1

, · · · , σH̃b,M
),

ΣL ∈ RMxM
+ = diag(σL,1, ..., σL,M ), TL∈CMxM .
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The matrices ΣH̃b
and ΣL contain generalized singularvalues for MIMO channels H̃b and

L, respectively. Substituting the expression of L in (4.17b), we get

q̂b = ULΣLT
H
LBuxu + n̂qb

. (4.19)

For the TU → BS link and TU → relay → BS link, the precoder Bu is used at the TU

which is designed by using the GSVD of channels H̃b and L. The precoder Bu is designed

by employing LQ decompostion [65] of TH
L in (4.18) and given as

TH
L = LLQL

Bu = QH
LΛu. (4.20)

Here Λu ∈ R+
MxM is a power allocation diagonal matrix at the TU such that ΛuΛu

H =

diag(λu,1.....λu,M ). Substituting the expression of Bu from (4.20) in (4.17b), we get

q̂b = ULΣLT
H
LQH

LΛuxu + n̂qb

= ULΣLLLΛuxu + n̂qb . (4.21)

Now, we define the SVD of G̃b as

G̃b = UG̃b
ΣG̃b

VH
G̃b

(4.22)

We will now consider the BS → relay → RU link. By substituting the expressions of G̃b,

H̃b, Bu from (4.22), (4.18), (4.20) respectively in (4.17a), we get

ŷb = UG̃b
ΣG̃b

VH
G̃b

DbUH̃b
ΣH̃b

LLΛuxu + n̂b. (4.23)

4.2.3 Precoder design for downlink

Now considering BS → RU direct link and BS → relay → RU relay link, we rewrite (4.4b)

and (4.15b) as follows:

ŷu = G̃uDuH̃uBbxb + n̂u, (4.24a)

q̂u = RBbxb + n̂qu . (4.24b)
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The precoder Bb is designed by using the the GSVD of channels H̃u and R. Now per-

forming the GSVD of H̃u and R

H̃u = UH̃u
ΣH̃u

TH
R
, R = URΣRT

H
R . (4.25)

Here {UH̃u
,UR} ∈ CMxM , Tr ∈ CMxM , ΣH̃u

∈ RMxM
+ = diag(σH̃u,1

, ..., σH̃u,M
), Σr ∈

RMxM
+ = diag(σr,1, ..., σr,M ).

Substituting the expression of R (4.24b), we get

q̂u = URΣRT
H
RBbxb + n̂qu . (4.26)

The precoder Bb is chosen by LQ decomposition of TH
R given by

TH
R = LRQR (4.27)

Bb = QH
RΛb. (4.28)

Here Λb ∈ R+
MxM is a diagonal matrix which is used to allocate power at the BS such that

ΛbΛu
H = diag(λb,1, · · · , λb,M ). Substituting the expression of and Bb from (4.28) in (4.26)

we get

q̂u = URΣRT
H
RQH

RΛbxb + n̂qu

= URΣRLRΛbxb + n̂qu . (4.29)

Now, the SVD of G̃u is defined as

G̃u = UG̃u
ΣG̃u

VH
G̃u

. (4.30)

The BS → RU relay link can be rewritten using H̃u, Bb, G̃u from (4.25), (4.28), (4.30)

respectively in (4.24a) as

ŷu = UG̃u
ΣG̃u

VH
G̃u

DuUH̃u
ΣH̃u

LRΛbxb + n̂u. (4.31)
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4.3 Joint design of relay precoder and source combiner

4.3.1 For uplink

We now discuss about the joint design of relay precoder and source combiner for uplink relay

link. We will design Kb in (4.16a). Rewriting (4.16a) using (4.23) as follows:

ỹb = KbUG̃b
ΣG̃b

VH
G̃b

DbUH̃b
ΣH̃b

LLΛuxu + ñb. (4.32)

Observing the above expressions, we choose the precoder Db to be VG̃b
△bU

H
H̃b

in (4.32).

The diagonal matrix △b ∈ RMxM , with non-negative variables
√
δb,m,

√
δu,m ∀ m = 1 toM,

allocates power allocation to the streams. We also choose the combiner Kb = UH
G̃b

in (4.32).

So, by substituting the designed precoder and combiner for the uplink, we get

ỹb = UH
G̃b
UG̃b

ΣG̃b
VH

G̃b
VG̃b

△bU
H
H̃b
UH̃b

ΣH̃b
LLΛuxu + ñb

= ΣG̃b
△bΣH̃b

LLλu︸ ︷︷ ︸
Tb

xu + ñb. (4.33)

Here, the term Tb in (4.33) result in reflected lower triangular structure. We now design the

source combiners for the direct uplink. Substituting (4.21) in (4.5a) we get

q̃b = SbULΣLLLλuxu + Sbn̂b. (4.34)

The direct link combiner Sb in the direct uplink is chosen as UH
L . After substituting it in

the above equation, the decoded signal at the BS is given as

q̃b = ΣLLLΛu︸ ︷︷ ︸
Tqb

xu +UH
L n̂b︸ ︷︷ ︸
nq̃b

. (4.35)

Here the term Tqu also form lower triangular structure due to our precoder design which

helps in SIC. The combined uplink signals i.e., direct and relay signals at the BS are

c̃b = ỹb + q̃b. (4.36)

The combined signals at the BS i.e., cb in (4.36) will have a lower triangular structure as
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shown below: 

c̃b,1

c̃b,2

.

.

c̃b,M−1

c̃b,M


=



× 0 ... 0 0 0

× × ... 0 0 0

. . . . . .

. . . . . .

× × ... × × 0

× × ... × × ×





xb,1

xb,2

.

.

xb,M−1

xb,M


+ n̂cb

Here, n̂cb is the effective uplink noise. This structure prevents inter-stream interference on the

first transmit stream, which is also the first to be decoded. The (M − k)th transmit stream

is then decoded by subtracting the inter-stream interference generated by the (M − k− 1)th

to first streams that have previously been decoded.

After the inter stream interference cancellation, the expression of the mth stream received

by the BS through the TU→ BS direct link and relay link is given by

c̃b(m) =
√
δb,m
√
λu,m[ΣG̃b

]m,m[ΣH̃b
]m,m[LL]m,mxu(m) +

√
λu,m[Σl]m,m[LL]m,mxu(m) + n̂cb(m)

=
√
δb,m
√
λu,mσG̃b,m

σH̃b,m
[LL]m,mxu(m) + ñb(m) +

√
λu,mσl,m[LL]m,mxu(m) + n̂cb(m).

(4.37)

The combined effective covariance matrix of noise at BS i.e., n̂cb is

Ξñb
= σ2

r

{
TbT

H
b + IM

}
+ σ2IM , (4.38)

where Tb = UH
G̃u

G̃nDb.

The SNR observed by the mth stream received by the BS can be computed by using

(4.37) and (4.38) is shown in (4.39)

SNRb,m=

{
λu,mσ

2
l,m

∣∣∣[LL]m,m

∣∣∣2+δb,mσ2
G̃b,m

σ2
H̃b,m

λu,m

∣∣∣[LL]m,m

∣∣∣2+2
√
δb,mλu,mσl,mσG̃b,m

σH̃b,m

∣∣∣[LL]m,m

∣∣∣2}
δb,mσ2

G̃b,m
σ2
r + σ2

r + σ2
.

(4.39)

4.3.2 For downlink

Similarly, we now discuss the joint design of relay precoder and source combiner for the

downlink relay link. We will design Ku in (4.16b). Rewriting (4.16b) using (4.31) as:

ỹu = KuUG̃u
ΣG̃u

VH
G̃u

DuUH̃u
ΣH̃u

LRΛbxb + ñu. (4.40)
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Observing the above expression, we choose the precoder Du to be VG̃u
△uU

H
H̃u

in (4.40).

The diagonal matrix△u ∈ RMxM , with non-negative variables
√
δu,m ∀m = 1 toM, allocated

the power to the downlink streams. We also choose the combiner Ku = UH
G̃u

in (4.40). So,

by substituting the designed downlink precoder and combiner for the downlink relay link, we

get

ỹu = UH
G̃u

UG̃u
ΣG̃u

VH
G̃u

VG̃u
△uU

H
H̃u

UH̃u
ΣH̃u

LRΛbxb + ñu

= ΣG̃u
△uΣH̃u

LRΛb︸ ︷︷ ︸
Tu

xb + ñu. (4.41)

Here, the term Tu in (4.41) results in reflected lower triangular structure. We now design

the source combiners for the downlink direct link. Substituting (4.29) in (4.5b) we get

q̃u = SuURΣRLRΛbxb + Sun̂u. (4.42)

The direct link downlink combiner Su is chosen as UH
R . After substituting it in the above

equations, the decoded signal at the RU is given by

q̃u = ΣRLRΛb︸ ︷︷ ︸
Tqu

xb +UH
R n̂u︸ ︷︷ ︸
nq̃u

. (4.43)

Here the term Tqu also form lower triangular structure due to our downlink precoder design

which helps in SIC. The combined signals i.e., direct and relay signals at the RU is

c̃u = ỹu + q̃u. (4.44)

The combined signals at RU i.e., cu in (4.44) will also have a lower triangular structure

as shown below: 

c̃u,1

c̃u,2

.

.

c̃u,M−1

c̃u,M


=



× 0 ... 0 0 0

× × ... 0 0 0

. . . . . .

. . . . . .

× × ... × × 0

× × ... × × ×





xu,1

xu,2

.

.

xu,M−1

xu,M


+ n̂cu .

Here, n̂cu is effective combined noise.
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Similar to the uplink structure, this structure prevents inter-stream interference on the

first transmit stream, which is also the first to be decoded. The (M − k)th transmit stream

is then decoded by subtracting the inter-stream interference generated by the (M − k− 1)th

to first streams that have previously been decoded.

After the inter stream interference cancellation, the expression of the mth stream received

by the RU through the RU → BS downlink direct and relay links is given by

c̃u(m) =
√
δu,m
√
λb,m[ΣG̃u

]m,m[ΣH̃u
]m,m[LR]m,mxb(m) +

√
λb,m[ΣR]m,m[LR]m,mxb(m) + n̂cu(m)

=
√
δu,m
√
λb,mσG̃u,m

σH̃u,m
[LR]m,mxb(m) +

√
λb,mσr,m[LR]m,mxb(m) + n̂cu(m).

(4.45)

The combined effective covariance matrix of noise at RU i.e., ñcu is

Ξñcu
= σ2

r

{
TnT

H
n +TuT

H
u + IM

}
+ σ2IM , (4.46)

where Tu = UH
G̃u

G̃uDu and Tn = UH
G̃u

G̃nDb.

The SNR observed by the mth stream received by the RU, can be computed by using

(4.45) and (4.46) is shown in (4.47).

SNRu,m=

{
λb,mσ

2
r,m

∣∣∣[LR]m,m

∣∣∣2+δu,mσ2
G̃u,m

σ2
H̃u,m

λb,m

∣∣∣[LR]m,m

∣∣∣2+2
√
δu,mλb,mσr,mσG̃u,m

σH̃u,m

∣∣∣[LR]m,m

∣∣∣2}
σ2
r

∑M
k=1

{
δb,k

(
[UH

G̃u
G̃nVG̃b

]m,k[U
H
G̃u

G̃nVG̃b
]∗m,k

)}
+ δu,mσ2

G̃u,m
σ2
r + σ2

r + σ2
.

(4.47)

4.4 Summary

In this chapter, we first looked at the MIMO ncTWR system model, which includes weak

direct links between the BS and UEs in addition of the indirect relay links. After that, we

designed a precoder and decoder to beamform the relay and direct links simultaneously. This

design also decomposes the end-to-end downlink and uplink channel to a triangular matrix.

This enables the receive decoding only with successive interference cancellation technique.



Chapter 5

Optimization of SE and GEE for

MIMO AF ncTWR Relaying

In this chapter, we joint allocate power across different nodes for the proposed GSVD

transceiver in the previous chapter. Even though the direct links are weak, the proposed

novel GSVD-based joint precoder design and optimization exploits them efficiently, and pro-

vides these gains. We first maximize the non-convex SE metric by casting it as a GP. We then

later maximize the GEE by combining the Dinkelbach algorithm [66] with the GP framework.

We also show the improved performance of two algorithms over the state-of-the-art methods.

5.1 SE maximization using geometric programming

The SE expression for the GSVD-based transceiver is given as

Rsum(δ,λu,Λb) =
1

2

∑
i∈{u,b}

M∑
m=1

log(1+SNRi,m(δ,λi)). (5.1)

The power allocation variables are stacked as δ = [δu,1, · · · , δu,M , δb,1, · · · , δb,M ] at the RS.

The power allocation variables are stacked at the source to create the vector λi=[λi,1..., λi,M ],

i ∈ {u, b} where λi ∈ RMx1. To show that SE maximization can be treated as a GP, we begin

the optimization by presenting two lemmas.

Lemma 4 The transmit power of the node x̂i depicted in (4.3), is a posynomial in optimiza-

tion variable λi.



5.1 SE maximization using geometric programming 51

Tr(BuB
H
u ) = Tr(QH

l ΛuΛ
H
u Ql)=

M∑
j=1

λu,j

Tr(BbB
H
b ) = Tr(QH

p ΛbΛ
H
b Qp)=

M∑
j=1

λb,j (5.2)

The above equalities use the trace operator circular property . Due to positive coefficients of

optimization variable λi,j ∀j, the transmit power is a posynomial in λi. For ease of notation,

the transmit power of the nodes TU and BS is written as pu(λu) and pb(λb), respectively.

Lemma 5 The RS transmit power described in (4.7) is a posynomial in λu,λb and δ.

Proof. Please see Appendix C.1.

The SE maximization problem can be stated as

Maximize
δ,λu,λb

Rsum(δ,λu,λb) (5.3a)

s.t. pr(δ,λu,Λb) ≤ Pr (5.3b)

pu(λu) ≤ Pu, pb(λb) ≤ Pb. (5.3c)

In its current state, the optimization problem is non-convex. We now cast the problem in

epigraph form [55].

Maximize
δ,λu,λb,γu,γb

M∑
m=1

1

2
log(1+γu(m))+

1

2
log(1+γb(m))

s.t. γu(m) ≤ SNRu,m (5.4a)

γb(m) ≤ SNRb,m (5.4b)

pr(δ,λu,Λb) ≤ Pr

pu(λu) ≤ Pu, pb(λb) ≤ Pb.

We next state the following lemma regarding the constraints.

Lemma 6 The inequality constraints (5.4a) and (5.4b) are upper bounded posynomials in

optimization variables δ,λu,λb.

Proof. Please see Appendix C.2.
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The above optimization problem can be equivalently written as

Maximize
δ,λu,λb,γu,γb

1

2
log

( M∏
m=1

(1 + γu(m))(1 + γb(m))
)

s.t. γu(m) ≤ SNRu,m

γb(m) ≤ SNRb,m

pr(δ,λu,Λb) ≤ Pr

pu(λu) ≤ Pu, pb(λb) ≤ Pb.

Since log(·) is non-decreasing function, the (1/2) log term is dropped from objective function.

Minimize
δ,λu,λb,γu,γb

M∏
m=1

[
(1 + γu(m))(1 + γb(m))

]−1

s.t. γu(m) ≤ SNRu,m

γb(m) ≤ SNRb,m

pr(δ,λu,Λb) ≤ Pr

pu(λu) ≤ Pu, pb(λb) ≤ Pb.

Equation (5.3a) is product of inverse of two posynomials and consequently not a posynomial.

We now approximate these posynomials as monomials using the following Lemma from [67].

Lemma 7 For γi(ξ) ≥ 0, f(γi(ξ)) = (1+γi(ξ)) can be lower bounded by a monomial function

g(γi(ξ)) = ci(ξ)γi(ξ)
ai(ξ) (5.4e)

The expressions of ci(ξ) and ai(ξ) that results in best monomial approximation in the neigh-

bourhood of γ̂i(m) ≥ 0 are

ai(ξ) = γ̂i(ξ)(1 + γ̂i(ξ))
−1

ci(ξ) = γ̂i(ξ)
−ai(ξ)(1 + γ̂i(ξ)) (5.4f)

We use Lemma (7) to define g(m | mt), which majorizes the objective function.

g(m | mt)=
M∏

m=1

[(
γu(m)

(
γ̂u(m)

1+γ̂u(m)

))(
γb(m)

(
γ̂b(m)

1+γ̂b(m)

))]−1
. (5.4g)
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We now re-cast the optimization problem using the surrogate function in (5.4e) as

Minimize
δ,λu,λb,γu,γb

g(m | mt)

s.t. (5.4a), (5.4b), (5.3b), (5.3c).

We see that the objective function is the product of monomials, and hence a monomial.

This is because monomials are closed under multiplication [49]. We have already shown in

Lemma 4, Lemma 5 and Lemma 6 that the constraints are upper-bounded posynomials. As

a result, the optimization problem is a GP with varibles γu,γb in posynomial objective and

with δ,λu,λb,γu,γb variables as upper bounded posynomial.

The above approximation is iteratively improved in the algorithm summarized below.

The initial values of γ̂u, γ̂b in the algorithm are derived using the equal power allocation and

Algorithm 4: Algorithm for joint power allocation

Input: Given a tolerance ϵ > 0 and the maximum number of iterations L.

Output: δ,λu,λb,γb,γu as the solutions.

22 Initialization: Calculate initial values γ̂1
b , γ̂

1
u by allocating equal power.

44 for m← 1 to L do

66 Given a feasible δ,λu,λb,∀i = u, b compute
(

γ̂u(m)
1+γ̂u(m)

)
,
(

γ̂b(m)
1+γ̂b(m)

)
∀k = 1, · · · ,K.

88 Solve the GP to calculate δ,λu,λb,γb,γu

Minimize
δ,λu,λb,γu,γb

M∏
m=1

[
γu(m)

(
γ̂u(m)

1+γ̂u(m)

)
γb(m)

(
γ̂b(m)

1+γ̂b(m)

)]−1

s.t. (5.4a), (5.4b), (5.3b), (5.3c). (5.4i)

1010 Do until convergence

if max |γb − γ̂m
b | ≤ ϵ and max |γu − γ̂m

u | ≤ ϵ then

11 break

12 else γ̂m+1
u = γu, γ̂

m+1
b = γb.

1414 return pr,pb,pu.

the values of
(

γ̂u
1+γ̂u

)
,
(

γ̂b
1+γ̂b

)
are calculated accordingly.
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5.1.1 Simulation Results

Now that the GSVD-GP design has been developed, we quantitatively analyse how well the

ncTWR performs. The constituents of Hi and Gi are assumed to be i.i.d. complex Gaussian

random variables with zero mean and variance h2i and g2i , respectively for i ∈ {u, b}. We

specify the average SNR of TU → RS and RS→ RU as ηb = h2b = g2b and of BS → RS and

RS → BS links as ηu = h2u = g2u and of TU → BS and BS → RU direct links as ηd by fixing

noise power at all nodes to unity. We choose αi,1 = αi,2 = 3 and fix ϵ = 10−4. We also

assume power at different nodes as Pr = 10 dB and Pu = 5 dB and Pb = 10 dB. We observe

from Fig. 5.1 with joint optimal power allocation of proposed method, spectral efficiency (SE)

significantly improves with conventional ncTWR, baseline equal power allocation (EPA) [60],

Random power allocation (RPA) [60] and one way relaying (OWR). Our proposed joint power

allocation of iterative GP algorithm dominated over other power allocation schemes as well

for all SNR values.

5.1.2 SE comparison

We compare in Fig. 5.1 the SE of the proposed algorithm (labelled as PNCTWR) with

conventional ncTWR (labelled as CNCTWR), which neglects the direct link. We consider

M = 3 antennas at the BS and TU/RU and and N = 6 antennas at the relay. We assume

η = ηu = ηb. We observe from Fig. 5.1 that the proposed PNCTWR system which also

considers the weak links, for all η values, vastly outperforms conventional ncTWR , which

does not consider direct link. It shows the importance of considering even “weak” direct links

for ncTWR. The proposed design also has much higher SE than EPA, RPA and conventional

OWR. Recall that RPA algorithm randomly allocates power to all the node such that their

power constraints are met. The degraded performance of OWR is because it requires four

channel uses when compared with two in the current design.

We next consider in Fig. 5.2 the same parameters as above analysis except that the SNR

ηb is fixed at 10 dB. We now only vary the SNR ηu. Such a study helps in analyzing the un-

balanced links. We again observe that the proposed algorithm outperforms the conventional

ncTWR, EPA, RPA and OWR for all ηu values.
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5.1.3 Numerical convergence analysis

The proposed algorithm’s convergence is then examined by plotting the average SE attained

throughout each iteration. We consider the same parameters as in Fig. 5.1. We observe that

for various η values, the SE of the proposed algorithm saturates within 5 iterations.
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Figure 5.3: SE vs L with M=4 and N=8 antennas, and ηd = 5 dB

5.2 GEE using Dinkelbach and geometric programming ap-

proach

The GEE is defined as the ratio of the system SE and its total power consumption [44].

GEE =

1
2

∑
i∈{u,b}

∑M
m=1log(1+SNRi,m(δ,λi))∑M

m=1 δu,m + δb,m + λu,m + λb,m + PCP

. (5.4j)

Here PCP is the fixed circuit power consumed by the system, which consists of the power

required by the transceiver chains, signal processing and the backhaul network [68]. We next

formulate the GEE maximization problem as follows:

Maximize
δ,λu,λb,

1
2

∑
i∈{u,b}

∑M
m=1log(1+SNRi,m(δ,λi))∑M

m=1 δu,m + δb,m + λu,m + λb,m + PCP

s.t. (5.3b), (5.3c).
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5.2.1 Realistic power consumption model:

We consider the realistic power consumption model, which similar to [68], is given as follows:

PCP = PFIX + PTC + PBH + PLP . (5.4l)

The constant power PFIX is required for the control signaling, site-cooling, backhaul infras-

tructure and the baseband processors. The power PTC , PBH and PLP are consumed by the

transceiver chain, load-dependent backhaul, and linear processing, respectively.

We recall from our earlier discussion while maximizing SE, that the SE optimization is

non-convex as it is a ratio of two posynomials, which is not a posynomial. The GEE problem

is a fractional function of non-convex numerator and a linear denominator. We now solve the

GEE optimization problem by combining the GP and Dinkelbach algorithms [66]. We begin

by using the GP approach, similar to SE maximization problem, to cast the numerator as

concave function

Maximize
δ,λu,λb,γu,γb

g(m | mt)
−1∑M

m=1 δu,m + δb,m + λu,m + λb,m + PCP

s.t. (5.4a), (5.4b), (5.3b), (5.3c).

We assert the following proposition in order to apply the Dinkelbach algorithm [66].

Proposition 3 Consider a function of ratio problem

Max
x

f(x)

g(x)
subject to x ∈ χ, (5.4n)

where χ is a convex set, and f(x) is a non-negative, differential and a concave function of

x and g(x) is a positive, differential and convex function of x. The function z(x) = f(x)
g(x)

is known to be pseudo-concave (PC) with respect to x and the optimization problem with

z(x) as objective function similar to (5.4n) are called as concave-convex fractional program

(CCFP). We note that x⋆ (stationary point) of z(x) is its global maximizer and it is identical

to determining positive zero of D(λ), which is defined as

D(λ) = Max
x

f(x)− λg(x) subject to x ∈ χ, (5.4o)
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Here, D(λ) is a continuous, strictly monotonically decreasing, convex function, and the

Dinkelbach technique is used to determine its zero.

The equivalent problem of (5.4p) using Dinkelbach algorithm is given as follows

Minimize
δ,λu,λb,γu,γb

g(m | mt) + λ
M∑

m=1

δu,m + δb,m + λu,m + λb,m + PCP

s.t. (5.4a), (5.4b), (5.3b), (5.3c).

The iterative GP-Dinkelbach procedure for GEE maximization is summarized in Algorithm 4.

Algorithm 5: GP Dinkelbach algorithm for GEE maximization

Input: Given a tolerance ϵ > 0 and the maximum number of iterations L.

Output: δ,λu,λb,γb,γu as the solutions.

22 Initialization: Calculate initial values γ̂1
b , γ̂

1
u by allocating equal power .

44 for m← 1 to L do

66 Given a feasible δ,λu,λb,∀i = u, b compute
(

γ̂u(m)
1+γ̂u(m)

)
,
(

γ̂b(m)
1+γ̂b(m)

)
∀k = 1, · · · ,K.

88 Solve the GP to calculate δ,λu,λb,γb,γu

Minimize
δ,λu,λb,γu,γb

g(m | mt) + λ
M∑

m=1

δu,m + δb,m + λu,m + λb,m + Pc

s.t. (5.4a), (5.4b), (5.3b), (5.3c).

1010 Do until convergence

if max |γb − γ̂m
b | ≤ ϵ and max |γu − γ̂m

u | ≤ ϵ then

11 break

12 else γ̂m+1
u = γu, γ̂

m+1
b = γb.

1414 return pr,pb,pu.
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5.3 Simulation results

5.3.1 GEE maximization comparison

We compare in Fig. 5.4 the GEE of the proposed GP-Dinkelbach Algorithm (PGPD) with

that of the equal power allocation (EPA), and the random power allocation (RPA). We also

consider a conventional ncTWR system which neglects the direct link. The power alloca-

tion algorithms for this system is labeled as conventional equal power allocation (lCEPA),

conventional random power allocation (CRPA). We consider M = 5 and N = 10; all other

parameters are same as the SE analysis in Fig. 5.1. We assume a circuit power consumption

of Pc = 5 dB. We observe that GEE of the proposed Algorithm 5 increases till η = 8 dB,

and remains constant after that. The GEE of all other algorithms reduces. This is because

till η = 8 dB, the increase in SE is proportionate with the power expended to achieve it.

For η ≥ 8 dB, this does not happen. The proposed algorithm then stops allocating power,

and the GEE consequently saturates. Other algorithms, on contrast, continues to expend

power, which reduces their GEE. We also note that the system GEE increases considerably

by considering the direct link.
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Figure 5.4: GEE vs η with M = 5 and N = 10 antennas, and ηd = 5 dB
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5.3.2 Numerical convergence analysis

Figure 5.5 evaluates the performance of GP-Dinkelbach’s Algorithm 5 in maximizing the

GEE with respect to number of iterations L. We observe that algorithm converges within 8

iterations.
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5.4 Summary

We proposed a novel GSVD-based transceiver design for ncTWR by considering the direct

link, an aspect none of the existing ncTWR works have exploited. We also developed two

optimization algorithms to optimize the SE and GEE of this system. The first uses only GP,

while the second one combines GP with Dinkelbach algorithm. We numerically investigated

the SE and GEE of above transceiver design and the optimization algorithms, and showed

their improved performance.



Chapter 6

Summary and Future Directions

6.1 Thesis Summary

Conventional two-way relaying (TWR) assumes data flows back and forth between a user and

the BS. Typically, cellular networks do not operate under the premise that traffic flows in both

directions. For instance, a receive-only user RU requests data in the downlink alone, while a

transmit-only user TU sends data in the uplink only. TWR becomes to spectrally inefficient

one-way relaying in such situations when there is a one-way traffic flow. To re-establish the

two-way traffic flow, we considered non-concurrent TWR (ncTWR). In this protocol, the

uplink phase of TU is followed by the downlink phase of RU to transmit its downlink data to

the RU. But unlike TWR, the RU can no longer eliminate the back-propagating interference

(BI).

We first considered OFDM-based ncTWR with all single-antenna modes, and introduced

a novel overhearing-based BI cancellation method to cancel BI at the RU. We optimize the

non-convex SE for the proposed model by developing a joint power allocation algorithm,

which optimizes it using successive convex approximation approach (SCA). We showed that

the proposed algorithm yields better SE rate than the baseline equal and random power

allocation schemes.

Next, with the goal of reducing energy consumption, we designed an algorithm to maxi-

mize the global energy efficiency (GEE) for OFDM ncTWR. To maximise GEE, we simulta-

neously optimized the relay and user powers. The objective function in GEE maximization
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is non-convex. We used a novel quadratic transformation to develop a joint power allocation

algorithm for GEE optimization. We showed that the proposed algorithm uses less than the

maximum available power, and outperforms other state-of-the-art algorithms.

We then extended the ncTWR system to MIMO nodes with direct links. We developed a

novel GSVD-based transceiver design for MIMO ncTWR by exploiting the weak direct link.

We developed GP and Dinkelbach-based algorithms for this transceiver design to maximize

the SE and GEE metrics. We again showed that the proposed algorithms yields higher SE

and GEE than the other power allocation schemes.

6.2 Scope for future work

1. For OFDM ncTWR and MIMO ncTWR, other relaying techniques including compress

and forward, compute and forward, and decode and forward have not yet been studied.

Future research might look into incorporating the aforementioned relaying techniques

into the existing framework.

2. Future research could also consider MIMO nodes for OFDM ncTWR. This is a chal-

lenging area, with multiple possible novel OFDM-based MIMO ncTWR transceiver

designs.

3. Designing SE optimum transceivers for multi-antenna OFDM-based ncTWR systems

is an additional future objective.

4. Design of OFDM ncTWR schedulers must be explored. Designing a hybrid BS and

relay scheduler that maximizes throughput while maintaining fairness is an intersting

topic.
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Appendix for Chapter 2

A.1 Derivations for Eq. 2.10, 2.11, 2.12

The expressions for ỹb[k] and ỹu[k] are as follows:

ỹb[k] =
√

pr[k]gb[k]hu[k]xu[k] + n̄b[k].

ỹu[k] =
√
pr[k]gu[k]hb[k]xb[k] + n̄2

u[k]−
√
pr[k]gu[k]hu[k]

h0[k]
n1
u[k].

From the above expressions, using Shannon’s theorem, we write Rb[k] and Ru[k] as follows:

Rb[k] =
1

2
log2

(
1 + SNRb[k]

)
Ru[k] =

1

2
log2

(
1 + SNRu[k]

)
.

The factor 1
2 is because the HD relay cannot transmit and receive simultaneously on the same

spectral resource. The expression SNRb[k] is defined as ratio of signal power to noise power

from Rb[k] and similarly the SNRu[k] is defined as ratio of signal power to noise power from

Ru[k].

SNRb[k] =
|hu[k]gb[k]|2pr[k]pu[k]

1 + |gb[k]|2pr[k]

SNRu[k] =
|gu[k]hb[k]|2pr[k]pb[k]

1 + |gu[k]|2pr[k] + |gu[k]hu[k]
ho[k]

|2pr[k]
.
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Appendix for Chapter 3

B.1 Geometric Programming

We briefly discuss about the terminology of geometric programming from [?].

A function f : Rn
++ :→ R is described to be monomial if

f(x) = pxc11 xc22 · · ·x
cn
n . (5.4a)

where p > 0 and cj ∈ R. A sum of monomials. i.e.,

f(x) =

K∑
k=1

pkx
c1k
1 xc2k2 · · ·x

cnk
n . (5.4b)

where pk > 0 is called a posynomial and Rn
++ is a collection of positive real vectors with n

dimensions. A posynomial serves as the objective in a standard from GP, and upper bounded

posynomials serve as the inequality constraints whereas the monomials serve as the equality

constraints. Following a logarithmic shift in the variables, the posynomial objective can be

turned into a convex function and upper-bounded posynomial constraints can be turned into

a convex set. There is no division closure for the posynomials, although they are closed under

addition and multiplication.
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B.2 Proof of Lemma 2

Using the first-order Taylor series approximation [59], any function in two variables x and y

i.e., f(x,y) is estimated around a point (a, b) as

f(x, y) = f(a, b)+

[
∂f(x, y)

∂x

]
a,b

(x− a)+

[
∂f(x, y)

∂x

]
a,b

(x− b).

We apply the above approximation for the terms pr[k]pb[k] and pr[k]pu[k] around the points

p̃r[k], p̃u[k] and p̃b[k], and

pr[k]pb[k] ≈p̃r[k]p̃b[k]+p̃b[k](pr[k]−p̃r[k])+p̃r[k](pb[k]−p̃b[k]),

pr[k]pu[k] ≈p̃r[k]p̃u[k]+p̃u[k](pr[k]−p̃r[k])+p̃r[k](pu[k]−p̃u[k]).

We used the fact that the first-order Taylor series approximation of a convex function provides

a lower bound on the function [59]. The bound, as discussed in [59], is a tight one, and is a

commonly used heuristic to approximate the problem as convex which leads close-to-optimal

results.
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Appendix for Chapter 5

C.1 Proof of Lemma 5

The transmit power of the RS is given in (4.7). To prove the lemma, we proceed in the

following way. The channel-triangularizing preocoder matrix D is rewritten as

D =

VG̃b
0

0 VG̃u


︸ ︷︷ ︸

V

 0 △b

△u 0


︸ ︷︷ ︸

△

UH
H̃u

0

0 UH
H̃b


︸ ︷︷ ︸

U

.

The matrices VG̃i
and UH

H̃i
are the unitary matrices and △ is an anti-diagonal matrix. The

precoder W = MDF is now written as W = MV△UF=M△F where M = MV and

F = UF. The columns of M and the rows of F will be orthonormal. Now, the constraint in

(4.7) can be expressed more simply as an upper-bounded posynomial.

Here in the following proof, Hb
j and Hu

j define the j th column of Hb and Hu, respectively.

Also, H
b
j=FHb

j=[H
b
j,1..., ...,H

b
j,M ]T , H

u
j=FHu

j=[H
u
j,1..., ...,H

u
j,M ]T , m̂ = 2M − m + 1 and

m = M −m+ 1. We make use of the orthonormal columns that the M possesses by design

in (a). The following facts are used to derive equality in clause (b):

1. Tr(AB)=Tr(BA) for a given compatible matrices A and B.

2. Orthonormal columns exist in M and orthonormal rows exist in F . Since of δu,m and

δb,m coefficients are non-negative, the above constraint can be stated as upper bounded

posynomial.
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Pr ≥ Tr(E(xrx
H
r ))

= Tr(WHΞHHWH + σ2
rWWH)

=
M∑
j=1

{
λu,j ∥WHu

j ∥2 +λb,j ∥WHb
j ∥2

}
+ σ2

rTr(WWH)

=
M∑
j=1

{
λu,j ∥M△FHu

j ∥2 +λb,j ∥M△FHb
j ∥2

}
+ σ2

rTr(WWH)

=

M∑
j=1

{
λu,j ∥M△H

u
j ∥2 +λb,j ∥M△H

b
j ∥2

}
+ σ2

rTr(WWH)

(a)
=

M∑
j=1

{
λu,j ∥△H

u
j ∥2 +λb,j ∥△H

b
j ∥2

}
+ σ2

rTr(△△H)

(b)

≥
M∑

m=1

M∑
j=1

{
λb,j |H

b
j,m̂|2 + λu,j |H

u
j,m̂|2 + σ2

r

}
δb,m +

{
λu,j |H

u
j,m̂|2 + λb,j |H

b
j,m̂|2 + σ2

r

}
δu,m.

(5.4a)
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C.2 Proof of Lemma 4

For notational convinence, we consider Υ = UH
g̃u
G̃nVg̃b . Consider the inequality constraint

in (5.4a) i.e., γu(m) ≤ SNRu,m. By substituting the expression of SNRu,m from (4.47) in the

above constraint we rewrite the inequality constraint as shown in (5.4b).

γu(m)≤
λb,mσ2

r,m

∣∣∣[LR]m,m

∣∣∣2+δu,mσ2
g̃u,m

σ2
h̃u,m

λb,m

∣∣∣[LR]m,m

∣∣∣2+2
√
δu,mλb,mσr,mσg̃u,mσh̃u,m

∣∣∣[Lr]m,m

∣∣∣2
σ2
p

∑M
k=1

{
δb,k

(
Υm,kΥ

∗
m,k

)}
+ δu,mσ2

g̃u,m
σ2
p + σ2 + σ2

(5.4b)

γu(m)

{
σ2
p

M∑
k=1

δb,kΥm,kΥ
∗
m,k+δu,mσ2

g̃u,mσ2
p+2σ2

}
≤ λb,mσ2

r,m

∣∣∣[LR]m,m

∣∣∣2{1 + δu,mσ2
g̃u,m

σ2
h̃u,m

σ2
r,m

+
2
√
δu,mσg̃u,mσh̃u,m

σr,m

}
. (5.4c)

Here, the equations on LHS and RHS of the equation (5.4c) are posynomials. The ratio of

two posynomials is obtained when we take their ratio. Given that a posynomial is not closed

under division, the resultant of the ratio is not a posynomial. In GP, we need to have the

inequality constraint to be upper bounded posynomial. We rewrite (5.4c) as (5.4d).

γu(m)

{
σ2
p

M∑
k=1

{
δb,k

(
Υm,kΥ

∗
m,k

)}
+ δu,mσ2

g̃u,mσ2
p + 2σ2

}
≤ λb,mσ2

r,m

∣∣∣[LR]m,m

∣∣∣2{1 + βu(m)
}2

.

(5.4d)

Here, βu(m) =

√
δu,mσg̃u,mσh̃u,m

σr,m
. Rewriting (5.4d) as (5.4e), we can observe it as ratio of two

posynomials.

λ−1
b,mσ−2

r,m

∣∣∣[LR]m,m

∣∣∣−2
γu(m)

{
σ2
p

∑M
k=1

{
δb,k

(
Υm,kΥ

∗
m,k

)}
+ δu,mσ2

g̃u,m
σ2
p + 2σ2

}
{
1 + βu(m)

}2 ≤ 1. (5.4e)

So to prove this lemma, we use a similar approach as in [56]. A posynomial in the ratio’s

denominator is reduced to a monomial using this method. This results in the overall term to

be posynomial. As a result, the problem is solved iteratively to enhance the approximation at

each stage. Using the monomial approximation i.e., Lemma (6), we can reduce the denomina-

tor in LHS expression in (5.4e) into monomial. The resulting expression after the monomial
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approximation expression is given as in (5.4f). By using the monomial approximation, our

aim of showing the (5.4b) to be upper bounded posynomial is achieved and shown in (5.4f).

Similarly, (5.4b) can be showed to be upper bounded posynomial.

λ−1
b,mσ−2

r,m

∣∣∣[LR]m,m

∣∣∣−2
γu(m)

{
σ2
p

∑M
k=1

{
δb,k

(
Υm,kΥ

∗
m,k

)}
+ δu,mσ2

g̃u,m
σ2
p + 2σ2

}
{
βu(m)ru(m)

}2 ≤ 1.

(5.4f)
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