ASSIGNMENT 2

MTH102A
12 2
(1) Using Gauss Jordan elimination method find the inverse of | 2 1 2
2 2 1
12 2100 1 2 21 0 0]
_ R3—R3—(2/3)R:
21 2[0 1 0| TRy o) g g g | DRl
R3—R3—2R
2 2 110 0 1 0 -2 —3[-2 0 1
1 2 2 1 0 0 1 2 2]1 o0 0
R, —3/5)R
0 -3 —2 | —2 1 o BB NG 3 o2 1 0
0 0 -5/3|-2/3 —2/3 1 0 0 11[2/5 2/5 —3/5
1 2 0] 15 —4/5 6/5 | . .
. —1/3
Fao B2 g 3 0| —6/5 9/5 —6/5 | MO
R1—R1—2R3

0 0 1|2/5 2/5 -3/5]

1 2 0|1/5 —4/5 6/5 10 0|-3/5 2/5 2/5
01 0[2/5 —3/5 2/5 |BZm=2Rrt g1 of 2/5 —3/5 2/5
00 1|25 2/5 -3/5 00 1|25 2/5 -3/5

~3/5 2/5 2/5
Thus, the inverse is | 2/5 —-3/5 2/5
2/5 2/5 —3/5

(2) Let 0 € S5 be given by
1 2 3 45
5> 4 1 2 3

(a) Find sign of o and sign of o1,
(b) Find 02 =0 o0.

Ans: (a) In the cycle notation the above permutation can be written as o =
(153)(24) = (15)(53)(24). There are odd number of transpositions required to

express 0. So sgn(o) = —1.
1 = (24)(53)(15). So sgn(a D= -
(b) o%(1) = 3,0%(2) = 2,0%3) = 5,0%(4) = 4,0%(5) = 1. So o? =
1 2 3 4 5
32541
1 2 2
(3) Using the definition compute the determinant of | 2 1 2
2 21
Ans: We have S3 = {identity, (12), ( ,(123),(132)}
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Recall that Sgn(o) = (—1)¥ where k is the number of transpositions required
to express o.
Sgn(identity) = 1, Sgn(12) = —1,Sgn(23) = —1,Sgn(13) = —
(123) = (12)(23). So Sgn(123) =1
(132) = (13)(23). So Sgn(132) =1
For a 3 x 3 matrix A = (a;;) we have det(A) = 5. Sgn(0)a15(1)024(2)@30(3)
For o = identity we have a,(1)a2,(2)a34(3) = a11a22a33 = 1
For o = (12) we have a1,(1)a24(2)034(3) = G12a21033 = 4
For o = (13) we have a,(1)024(2)035(3) = @13a22a31 = 4
For o = (23) we have a,(1)024(2)030(3) = @11a23a32 = 4
For o = (123) we have a;4(1)d25(2)@30(3) = @12a23a31 = 8
For o = (132) we have a;4(1)d25(2)d35(3) = @13a21a32 = 8
So det(A) =3 cs, S9n(0)a15(1)025(2)A30(3) =1 —4—4—4+8+8=5
(4) Let A be a square matrix of order n. Show that det(A) = 0 if and only if there
exists a non-zero vector X = (1,2, ..., x,) such that AXT = 0.
Ans: If det(A) # 0 then A is invertible and so the only solution of the system
AXT =0is 0.
Conversely if det(A) = 0 then A is not invertible and hence the rref of A has a
zero row and hence the system has a free variable. We can pick the value of the
free variable as we please, specifically not 0, and get a non-trivial solution.

(5) (Vandermonde Matrix) Find the determinant of the following matrix:

1 = x% e xyT 1

1wy a3 .. af!

1 =z, 2 .. 277!

Ans: Let _ -
1 oz % apt
1 zo 3 ah~t
A, =

1 oz, 22 - 2!

If n =2, det(As) = x2 — l'_l. We will prove that
det(4,) = H(x] —Z;).
1<j

Assume the result for n — 1 and define

1oy 2 - a2ttt
1 g a3 - 2!

Fx) =
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Then F' is a polynomial of degree n — 1 with roots x1,x9,...,2,—1. So, F(x) =
n—1
¢ [I (z — z;) where c is coefficient of 2"~! which is clearly det(A,,_1). Therefore,
i=1
n—1
F(z) = det(An_1) [ (= — ).
i=1

The result follows for n as
n—1

det(A,,) = F(zy,) = det(A,—1) H(mn — ).
i=1
(6) Let A be a n x n real matrix. Show that det(adj(A)) = (det(A))"! and
adj(adj(A)) = (det(A))"2.A.
Ans: Note that for a matrix A we have adj(A).A = det(A).I,. If det(A) = 0
then adj(A) is not invertible and hence det(adj(A)) = 0.
Assume that det(A) # 0. Then taking determinant both sides of the above
identity we have det(adj(A)).det(A) = (det(A))". So det(adj(A)) = (det(A))"~L.
Again adj(A).adj(adj(A)) = det(adj(A)).I, = (det(A))"1.1,.
Multiplying by A we get A.adj(A).adj(adj(A)) = (det(A))" L. A. Sodet(A).adj(adj(A)) =
(det(A))" 1. A and hence adj(adj(A)) = (det(A))"2.A.
(7) Using Cramer’s rule solve the following system:

r4+2y+3z2=1

—zr+22=2
—2y+z=-2
1 2 3 x 1
Ans: Here A= | -1 0 2 |, X=|y | andd = 2
0o -2 1 z -2
1 2 3 1 1 3 1 2 1
We have A1 = 2 0 2|,A4=| -1 2 2 |andd3=]| -1 0 2
-2 -2 1 0 -2 1 0 -2 -2
Note that det(A) = 12,det(A;) = —20, det(As) = 13 and det(As) = 2.
So we have x = dde;(ﬁ)) = %22(], = dde;((’%) = % and z = djgﬁ; = %



