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The peer-to-peer (P2P) networks leads to a significant amount of traffic on Internet

due to its inherent advantages over traditional client-server networks, viz., scalability,

robustness and diversity of data. On one hand, its open and anonymous environment

gives everyone an opportunity to interact with the others, at the same time, it also brings

new security threats. The malicious peers or the peers having conflict of interest can

easily put inauthentic contents in the network. This can easily sabotage the system.

Further, lacks of central control may lead to the problem of free-riding, i.e., peers

download the resources without contributing anything to the networks. This leads the

large difference between upload and download amount of resources in the peers. In such

a situation, downloading speed for non-free-riders becomes very slow. Thus, efficient

methods and policies to discourage the malicious and free-rider peers are needed.

Maintaining the reputation system could be one of the methods to handle the
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malicious peers. This method has been studied by many researchers [1], [2], [3] in past.

In this method, each peer evaluates the other peers and assigns them some trust value

called local trust. These local trust values need to be aggregated in the network. The

aggregated local trust is called global trust. The global trust is understood to be the

trust, the system as a whole keeps on a peer. This is also called reputation of the peer.

For the convergence of aggregation, local trust matrix needs to be stochastic, which

requires the normalization of local trust. The process of aggregation of local trust is

motivated by Google’s PageRank [4] algorithm which is based on the popularity of page

on the web. But, trustworthiness and popularity are different notions. In this thesis, we

examine the problems with normalization of local trust and proposed a new algorithm,

‘Absolute trust’ to resolve them. The Absolute trust can rank the peers according to

their trustworthiness and can also give their absolute characterization. We proved that

the global trust vector will always converge at a certain unique value.

Free-riding can be avoided by implementing an incentive mechanism. For this pur-

pose, many incentive methods [5], [6], [7], [8], [9], [10], have been proposed in recent

years. Among these, global approaches are considered better, because peers’ coopera-

tion is considered in the whole network. But implementation of a global approach is

not trivial. To make the implementation simpler, we proposed a light-weight algorithm

based on Biased Contribution Index (BCI). The BCI converge faster than the other

existing global incentive mechanism. The BCI is also able to balance the upload and

download amount of resources for each peer.

The global incentive mechanisms are based on the iterative calculation of contribu-

tion index. We analyzed the problems with iterative calculation and proposed simplified

form of BCI named SBCI. The SBCI is very simple to implement in a network. We also

proposed and simulated the peer selection method based on well known ‘the stability
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of marriage problem’ [11].

Based on the above, the thesis has been organized in the following seven chapters.

Chapter 1, defines the brief history and introduction of Internet and P2P networks.

The classification of P2P networks based on central dependency and overlay network

has also been discussed. We have also explained some Distributed Hash Table (DHT)

protocols in this chapter. The advantages and challenges in P2P networks have also

been discussed. The detail of experimental survey has been presented to identify the

problem.

In Chapter 2, we explained some basic definitions and a brief introduction of some

models presented in past. The other related work has also been summarized in this

chapter.

In Chapter 3, we present the trust aggregation algorithm called Absolute trust.

First we define the local trust and after that, we derived, intuitively, the formula for

global trust. We have shown that the proposed global trust exists and have unique

value. This can be calculated by iterative method and thus, can be implemented in

a distributed system. The Absolute trust algorithm is evaluated through simulated

experiments and compared with the other existing algorithm. Simulation results have

been presented in the same chapter.

In Chapter 4, we present a generalized analysis of convergence of Absolute trust.

We have derived the proof of convergence mathematically and gave some numerical

example to justify it.

In Chapter 5, we address the problem of unfairness and free-riding in P2P network.

We present a mechanism named Biased Contribution Index (BCI). In this mechanism,
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the contribution of peers are biased in such a way that they are motivated to download

from low contributing peers and upload to high contributing peers. As a result, upload

and download amount in each peer gets balanced. We have also given the solution

of BCI and justification of fairness in this chapter. The BCI can be calculated by

iterative method and can also be implemented in a distributed system. Finally the BCI

is evaluated through simulation and compared with the other mechanism.

In Chapter 6, we present a simplified form of BCI named Simplified Biased Contri-

bution Index (SBCI). We consider some design rules and define the formula for SBCI.

In this formula, peers are motivated to choose the transacting partner in same way as in

BCI. The iterative calculations are not needed in SBCI unlike in BCI and in the other

methods. Thus, it is very simple to implement in the network. We have given the math-

ematical justification for design rules for fairness. The SBCI is also evaluated through

simulation in this chapter. We have given two different methods for peer selection and

compared the simulation results with the other mechanisms in the same chapter.

In Chapter 7, we conclude the thesis and present some open problems for possible

future work.
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Chapter 1

Introduction

1.1 Introduction

Sharing and exchanging the knowledge and information has always played a vital

role, in the process of understanding the nature, thus, in the development of human

civilization. Its scope has been expanded with the development of technology. Now we

have reached at a place where every person is connected with every other person via

the Internet and the whole world has become a global village. The global infrastructure

of the Internet, which we see today is the result of efforts and hard work done by many

researchers [12], [13], [14].

Leonard Kleinrock of MIT recognized the problem with circuit switching for bursty

data communication and introduced the concept of packet switching. He published the

first paper [15], on packet switching theory in July 1961 and the first book [16], on the

subject in 1964.

The Advanced Research Projects Agency Network (ARPANET) was an early packet

switching network funded by the Advanced Research Projects Agency (ARPA) of the
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United States, Department of Defense. In October 1969, the first host-to-host message

was sent from Kleinrock’s Network Measurement Center at University of California, Los

Angeles (UCLA) to Stanford Research Institute (SRI).

The early popular applications of the Internet were based on the client-server model

in which one port works as a client and the other as a server. Server works as a supplier

of resources and the client works as the consumer of resources. In contrast to this,

some decentralized structure like Usenet evolved on the Internet which gave birth to

peer-to-peer (P2P) model. In this model, ports can work as a client as well as a server.

In its initial days, P2P networks were only used by cooperative researchers to share

the information, and by some companies to run the simulation on many computers

worldwide to utilize the distributed processing power.

In May 1999, Shawn Fanning of Northeastern University in Massachusetts introduced

a popular P2P network named Napster. It was used mainly for file sharing applications.

After launching of Napster, P2P networks gained significant popularity as a means to

share music files over the Internet. But soon, music companies started a campaign to

ban the Napster due to violation of copyright. After a long legal fight, Napster was

forced to shut down in 2001.

Napster was a first generation P2P network, which used a centralized server for in-

dexing. In the same era, few more P2P networks, e.g., Kazaa, Gnutella, Gnutella2,

Audiogalaxy and iMesh, were emerging. After closure of Napster, Kazaa and Gnutella

become most popular P2P networks. These are second generation P2P networks oper-

ated in fully decentralized manner.

Now a days, BitTorrent is the most popular file sharing application responsible for
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large P2P traffic. As of February 2013, BitTorrent was responsible for 3.35 % of all

worldwide bandwidth, more than half of the 6% of total bandwidth dedicated to file

sharing [17]. Upto June 2016, BitTorrent accounts for around 5% of the total daily

traffic in the North America and Latin America [18].

1.2 Definition of P2P Networks

A network, in which each peer can act like client as well as a server, is defined as peer-

to-peer or P2P networks in short. In such networks, each peer has equal responsibility

and authority. Any peer can initiate the query for communication and in response to

this any interested peer can respond. The searching methods for different P2P system

could be different, but one thing is common among them that the file or resource is

transferred directly between peers.

1.3 Classification of P2P Networks

According to dependency on central node, P2P networks can be classified as follows:

1.3.1 Centralized P2P Networks

In centralized P2P networks, there is one central node which is used to manage

the database of peers in the network and the resource available with them. All peers

periodically log into this central server and share the information about the resources

which they want to share in the network. This centralized server maps the name of files

(or resources) with the current IP address of the peer and resource identifier.
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Whenever any peer needs the file, it sends the search request for it to the central

server. A central server sends the IP address of corresponding peer and the resource

identifiers. Finally, the file can be transferred directly between the peers. An example

of such networks are Napster, seti@home, folding@home.

1.3.2 Decentralized P2P Networks

In decentralized P2P networks, there is no central node for managing the database of

resource index, thus it is also called pure P2P network. In these networks, the nodes are

connected with each other either in a random fashion (unstructured P2P), or through a

DHT based overlay (structured P2P) networks. Whenever any node wants to connect to

the network, it contacts to the bootstrapping nodes. Bootstrapping nodes are always

maintained online. Normally, peers exchange their neighbors tables, and each peer

updated its neighbor leading to optimization of overlay topology. Bootstrapping node

gives the joining peer the IP addresses of one or more existing peers in the network

and joining peer updates its neighbor table. Each peer keeps the information about its

neighbors for forwarding the queries about any resource.

1.3.3 Hybrid P2P Networks

In these types of networks, both centralized and decentralized configurations are

used. There are some nodes which act like a centralized indexing server for some set of

nodes. These centralized nodes are also called super nodes.

Whenever any node needs the resource (e.g.,a file), it sends the request to its super

node. Super node flood the query to other super nodes and finally the peer who possesses

the file can be located.
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Further, based on the overlay network, which is built at the application layer on the

top of physical network topology, P2P network can be classified as the unstructured

and structured network.

1.3.4 Unstructured P2P Networks

In these networks, no specific algorithm is used for searching the query. If any peer

needs the file, it sends the query to its neighbors, all neighbors send the query to their

neighbors and so on. When the query is resolved, the location of resource holding peer

is found, and the file can be downloaded directly from the source node.

1.3.5 Structured P2P Networks

These networks use an algorithm for content search. The content can be located in

bounded time by routing the query in Distributed Hash Table (DHT) structure. These

DHT algorithms are scalable and robust to peer churn, but needed overlay is costly to

maintain. In literature, many DHT algorithms have been investigated, e.g., Chord [19],

CAN [20], Pastry [21], Tapestry [22].

1.4 Distributed Hash Table (DHT)

In this section, we discuss two DHT protocols, Chord [19] and CAN [20].
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1.4.1 Chord Protocol

The Chord [19] is a distributed protocol, which provides the support of just one

operation: given a key, it maps the key to a node. Each node is placed in a virtual ring

called Chord ring and given an identifier in clockwise from 0 to 2m − 1. Each key is

identified by m-bit identifier (thus identifier ranges from 0 to 2m−1). The key identifier

can be obtained by an hashing algorithm on keyword. SHA-1 [23] is one such popular

hash function. Nodes randomly pick an m-bit identifier as node ID such that no two

nodes will have same ID. The key identifier space and node identifier space have the

same cardinality as both are m-bit identifier.

Each node in the chord ring is responsible for storing some key-value pairs. The key

k is assigned to the node having smallest identifier greater or equal to hash value of key

k. This node is called as root node of key k.

For efficient lookup, each node maintains a routing table also called a finger table

with maximum entries upto log2(N). For any node n, the ith entry of the finger table

contains the identifier of the successor (node having smallest identifier greater than or

equal to) of node ID (n+ 2i−1), where 1 ≤ i ≤ log2(N). Whenever any node search for

the root node of key, first it checks the nodes in its finger table for key and if it is not

found then it passes the query to the node from its finger table which has the highest

identifier value less than the hash of key.

Let us understand this process through an example as shown in Fig.1.1. Let the

identifier be m = 4 bit long. Thus, there can be maximum 16 nodes and 16 hash value

of keys. Let key i be stored at node j. Now if node 0 wants the location of key k, first

it will find 4-bit hash value of key k, let this hash value of key k be 14. The node checks
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the nodes who are in its finger table. In the finger table of node 0 there are node 1, 2,

4, and node 8 but none of them have identifier 14, then the node 0 will select the node

with highest identifier which is less than the key identifier and pass on the query to it.

In this case it is node 8. Now node 8 contains node 9, 10, 12 and node 0 in its finger

table. Again, none of them have identifier 14, so node 8 will select the node 12. Finally,

node 12 will check its finger table for identifier 14 and it will be located at node 14. It

can be easily observed that maximum number of queries needed to locate a key will be

4 in this case and in general log2N .

1.4.2 CAN Protocol

In CAN protocol [20], d-dimensional coordinate space is dynamically partitioned

among all the nodes in the system such that every node is placed in an individual

distinct zone within the overall space. This coordinate space is completely a logical

space and has no relation with any physical coordinate system.

A pair (key, value) is stored in this virtual space by uniformly hashing the key to

a point P in the space. This pair is stored on the node who owns this point P in

coordinate space. Each node in CAN maintains the IP address and virtual coordinate

of its each neighbor in the coordinate space. Two nodes in d-dimension coordinate space

are neighbors if their coordinate spans overlap in d − 1 dimension and abut along one

dimension. The nodes route the query in CAN using a straight path algorithm. If point

P does not lie in the node’s zone it forward the query to its neighbor whose coordinate

space is closest to the destination.

To understand the routing process in CAN, consider the Fig.1.2. Let there be ten

nodes and they own the coordinate zone as shown in Fig.1.2. If node 1 wants to locate
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(a) Nodes in finger table of node 0

(b) Lockup mechanism for key 14

Fig. 1.1: The Chord Protocol for m = 4 bit long identifier
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Fig. 1.2: The CAN protocol for 2-d space

the point (x, y), it can contact its nearest neighbor to point (x, y). In this figure node 2

has three neighbors node 4, node 8 and node 9. So node 2 can choose either node 8 or

node 9. Let it selected node 8 then nearest neighbor of node 8 which is closest to point

(x, y) is node 3. So it will forward the query to node 3 and finally node 3 will locate

the point (x, y).

1.5 Advantages of P2P Networks

P2P networks have many advantages over client-server networks which make it pop-

ular.

1. Diversity of available Data: In P2P networks, there are diverse peers and each

having some data to share. This data is made available to other peers.

2. Robustness against single point failure : Since each peer can act like client as

well as server, thus failure of some nodes will have much less affect on the functionality
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of the others. If replication of data to be shared is implemented then data loss due to

node failure can be avoided.

3. Scalability: If any new peer becomes the part of P2P network it enhances the

resources in the network, thus total capacity of the network also increases as the con-

sumption increases.

4. Small initial setup cost: Since central authority is not needed, thus the network

can function with only few initial peers. As the new peers join the system resources

also increases. In contrast to this client-server system requires high cost to establish a

costly central server to begin the resource sharing network.

5. Low maintenance cost: Central server requires high maintenance cost. In P2P

networks, there is no central server, thus no costly maintenance is required.

6. Anonymity of peer: The peers can interact with each other anonymously if P2P

network is configured that way. Though it is not preferred by most of the governments

due to security reasons.

1.6 Problems in P2P Networks

There are two major issues with P2P networks, the presence of malicious and free-

riding peers. The success of P2P networks largely depends on the policies and mecha-

nism by which these two issues are handled.

1.6.1 Malicious Peers

There may be some peers who are against the policies of network, e.g., anti piracy

agencies do not want music files to be distributed in the network free of cost [24].

Peers with the intention of destroying the network are called the malicious peers.
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These malicious users can spread the virus malware/ransomware in the network. Like

VBS.Gnutella worm [25] can be introduced by any unknown user in the Gnutella net-

work. It spreads by making a copy of itself in a peers Gnutella program directory, then

modifying the Gnutella.ini file to allow sharing of .vbs files.

1.6.2 Free-riders

The diversity of data is a primary feature in P2P networks. But its availability

depends on if the peers choose to share it. Mostly, peers would like to get more resources

while trying to share less [26]. But in such a scenario, no one will get the resources.

The peers who share very less or nothing are called free-riders. These free-riders also

cause the slow download for others.

1.7 Experimental Studies

First study was conducted on Gnutella network by Adar et al. [27] in 2000, leading

to following observations:

• 70% users did not share any file.

• 70% of files are shared by 5% of the peers.

• Top 1% peers shared 37% and top 20% shared 98% files.

• Free-riders were distributed uniformly through the network.

Another study was conducted on Gnutella and Napster network by Saroiu et al. [28] in

2002, which shows the following:
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• 25% users in Gnutella did not share any file.

• 75% of users in Gnutella shared 100 or less number of files and 7% of peers shares

majority of files.

• 40%− 60% users shared 5%− 20% of total files in Napster.

Cuevas et al. [24] conducted another study on popular file sharing P2P network Bit-

Torrent in 2013, which concluded the following:

• 3% of publishers are responsible for 67% of the contents and 75% of download

session.

• Antipiracy agencies or malicious users are responsible for 30% of contents and

25% of download session.

1.8 Solution of Malicious Peers and Free-riders

The experimental studies show that malicious peers and free-riders are major prob-

lems in P2P networks. It attracted the attention of many researchers in the recent past

and many solutions have been proposed for these.

1.8.1 Reputation System

Managing the reputation through distributed system is one of the methods proposed

by many authors. In this method, the past behavior of peers is modeled as trust and it

is used by peers to interact with other peers. In most of the existing reputation systems,

all the peers evaluate the other peers, based on the past interactions and assign them
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some trust value, also called the local trust value. These local trust values are basic

information, which are aggregated in the whole network to form the global reputation

of the peer. This aggregation process is different for structured and unstructured P2P

network. In structured network, the responsibility to manage global reputation through

aggregation of local trust is distributed among all the peers. Global reputation is also

called global trust. With the help of DHT algorithms, such as Chord [19], CAN [20],

Pastry [21], Tapestry [22], the peer managing global trust of a peer can be easily located.

The formal definition of local trust and global trust is given in Chapter 2.

In an unstructured network, each peer evaluates the global trust value of peers by

collecting the local trust from different peers through a distributed aggregation algo-

rithm, the aggregation can be done either by gossiping protocol or by taking feedback

only from few significant peers.

Reputation management system is useful in identifying the malicious peers. Some

researchers suggest that it can also be used to prevent the free-riding.

1.8.2 Incentive Mechanism

Giving the incentives for sharing the resource is another method which is more effi-

cient to prevent the free-riding in the P2P networks. In recent years, several incentive

methods have been studied by the research community. In most of them, each peer eval-

uates the cooperation of other peers with him in the past and provides the resources

for them in same proportion.

In this thesis, we are proposing a new ranking mechanism for both, the reputation

system and the incentive mechanism, individually. Our ranking systems can handle the
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malicious peers and the free-riders in a more efficient way. These ranking mechanisms

can be implemented in a distributed system.

1.9 Organization of Thesis

The whole thesis is organized as follows: We have already discussed the brief history

of P2P network and problem definition in Chapter 1. In Chapter 2, we will be discussing

few of the earlier proposed reputation systems and incentive mechanism in brief and

the other related work in same area.

We will introduce our basic trust model named Absolute trust for reputation system

in Chapter 3. The trust model will be derived and its convergence will also be proved in

the same chapter. The model will also be evaluated through simulation in this chapter.

In Chapter 4, we will present a generalized analysis of Absolute trust.

In Chapter 5, we will discuss a distributed incentive method named Biased Contri-

bution Index (BCI) to maintain the fairness and to avoid the free-riding. In Chapter

6, simplified form of the BCI will be presented. In the simplified form, we will also

propose the peer selection method using ”stable marriage problem approach”.

Finally, the thesis will be concluded in Chapter 7. Possible future work will also be

discussed in the same chapter.



Chapter 2

Background and Related Work

2.1 Introduction

As mentioned in chapter 1, malicious peers and free-riders are two major problems in

P2P networks. Maintaining the reputation system is one of the methods to handle the

malicious peers and implementing an incentive mechanism can avoid free-riding. In this

chapter, as a background, we will highlight the related work in this area. We will also

explain some of the popular reputation systems and incentive mechanisms proposed in

past.

2.2 Basic Definitions

Before introducing the related work, let us have some definitions which will be used

throughout the thesis.

Definition 2.2.1. A numerical value, which models the past behavior of peers in the

network, is defined as trust.

Definition 2.2.2. The value of trust, evaluated by any peer based on the direct inter-
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action it has had with the evaluated peer, is defined as the local trust.

Definition 2.2.3. The value of trust, system as a whole keeps on any peer, is defined

as a global trust of that peer.

2.3 Related Work

In this section we will explore the earlier studies of the reputation system as well as

incentive mechanisms to avoid free-riding.

2.3.1 Related Work in Reputation System

Reputation system is used to establish the trust among the buyers in e-commerce,

e.g., Amazon, Flipkart, Snapdeal, eBay [29]. In all such systems, there is a central

authority to keep the record of past experiences of buyers. The experience is used by

new buyers for their shopping. Aggregating the feedback in the presence of central

authority is simple task, but in a P2P system, which is distributed system, maintaining

and aggregating the trust is not trivial.

Aberer and Despotovic [30] proposed a trust model in which only complaints are

reported if any, otherwise peers are assumed to be trustworthy. Eigentrust Algorithm

[1] is based on Pagerank algorithm [4]. Pre-trusted peers are required to handle the

malicious peers in it. In PeerTrust [31] five different factors are defined for evaluation

of trustworthiness of the peers. Both Eigentrust [1] and PeerTrust [31] are based on

the concept of weighted average. Fuzzy Trust model [32] was proposed by Song et al.

It is also based on the concept of weighted average, where weight factor is determined

by three variables– the peer’s reputation, the transaction date and the transaction
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amount. The message complexity in Fuzzy Trust [32] is lesser than in the Eigentrust

[1]. PowerTrust [2] is based on assumption of the power law network. In it, local trust

is aggregated similarly to the Eigentrust [1] except pre-trusted peers are replaced by

most reputable peers in the network. All above trust models [1], [2], [30], [31], [32] are

designed for structured network and DHT is used for efficient location of trust holder

peers.

In unstructured network, global trust is calculated by floating the query for local

trust in the network. The peer, who needs the global trust, waits for the feedback upto

some time. Then the calculation of global trust is performed with these limited number

of feedback given by some of the peers. Gossip Trust [33] used same metric as in [1] and

local trust values are gossiped in the network similarly to randomized gossip algorithm

in [34]. In Scalable Feedback Aggregation (SFA) [35], the trustworthiness is calculated

by weighted average of local trust and feedback taken by few of the peers. Antonino

et al. proposed a flow-based reputation [3] which is modified version of [1]. It is only

for centralized systems. Wang and Vassileva proposed a Bayesian Trust Model [36] in

which, different aspect of peer behavior are modeled in different situations. Damiani

et al. proposed a system [37] for managing and sharing the servent’s reputation in

which peers poll other peers by broadcasting a request for opinion. In another similar

approach [38] Damiani et al. considered the reputation of both peers and resources, but

credibility of voter was not considered in both the approaches. More details of other

related works on reputation systems can be found in [39], [40], [41], [42], [43].
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2.3.2 Related Work in Incentive Mechanism

Presence of free-riding peers and its impact on fairness in P2P network have been

studied earlier also [26], [28]. Several approaches have been proposed by the research

community [5], [6], [7], [8], [9], [10], [44], [45], [46],[47], [48], [49], [50].

BitTorrent [51], a most popular file sharing system, used tit-for-tat (TFT) approach

to prevent the free-riding. In this approach, a peer cooperates with other peers in the

same proportion as they have cooperated with him in the previous round. In each round,

every peer updates the contributions of peers in the previous round. To improve the

performance, many variants of TFT have been proposed. Garbacki et al., [5], proposed

ATFT in which bandwidth is used rather than content to decide the incentives. Dave et

al.,[52], proposed auction based model to improve the TFT. In this model, peers reward

one another with proportional shares, [53], of bandwidth. Sherman et al., [9], proposed

FairTorrent. It is a deficit based distributed algorithm in which a peer uploads the next

data block to the peer, whom it owes the most data as measured by a deficit counter.

In Give-to-get [10], peer ranks all its neighbors, based on the amount of data that have

been received from them in the last round and then unchokes the top three forwarders.

All these mechanisms consider the local and very short history of peers’ cooperation.

Global history of peers’ cooperation is considered in [6], [7], [8]. In multilevel tit-for-

tat (ML-TFT) [7], a peer ranks other peers based on the fraction of download, what

he received from them. Its time complexity is much larger for n-step ranking of peers.

Feldman et al., [6], proposed a robust incentive technique, which considers the peers’

cooperation in the entire network, but it is not trivial to implement in a large network.

Its calculation have complexity of O(N3). In Global Contribution (GC) approach [8],

a peers’ GC point is defined such that all peers are motivated to download from low
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contributing peers and upload to high contributing peers. GC point is calculated using

iterative methods such as the Jacobi and Gauss-Seidel.

Many authors proposed approaches based on game theory [47], [48], [49], [50] to

reduce free-riding. This approach is based on the assumption that the rules of the game

are known to all the players. For practically large networks, this may not be true for

all the peers.

2.3.3 EigenTrust Algorithm

The EigenTrust algorithm was proposed by Sepandar et al., [1] of Stanford university

in 2003. The basic idea of EigenTrust is taken from Google’s PageRank [4] algorithm.

In this algorithm, each peer i keeps the record of all the transactions it had with

peer j. Then it calculates the local trust of peer j as:

Tij = sat(i, j)− unsat(i, j), (2.1)

where sat(i, j) and unsat(i, j) are the number of satisfactory and unsatisfactory trans-

actions respectively, which peer i has had with peer j. For the purpose of aggregation,

normalized local trust was used instead of local trust, which is defined as:

Tij
norm =

max(Tij, 0)∑N
j=1max(Tij, 0)

, (2.2)

here, N is the number of peers in the network. This normalization process makes the

trust matrix, Tnorm, as a row stochastic matrix. Global trust vector, t, is calculated as

a left principal eigenvector of transpose of normalized trust matrix.

t = (Tnorm)tr.t (2.3)
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It can also be interpreted as the weighted average of normalized local trust of peers

where weight factor is given by the global trust of local trust assigning peer. If there is

no interaction of peers they give zero local trust to each other. Some pre-trusted peers

are assumed to be in the network and they are trusted by all the peers in the network.

To include the impact of pre-trusted peers global trust is modified as

t = (1− a)(Tnorm)tr.t + ap, (2.4)

here p is some distribution over pre-trusted peers and a is some scalar.

By normalizing the trust matrix, global trust can be calculated by iterative method

and it converge at left principal eigenvector of transpose of normalize trust matrix.

The major limitation of EigenTrust [1] algorithm is that it gives only ranking of peers

without any absolute interpretation of their past history.

2.3.4 Power Trust

Power trust was proposed by Zhou et al., [2] in 2007. The basic idea of aggregation

of local trust in this algorithm is same as in EigenTrust [1], i.e., using normalized trust

matrix to compute weighted average. It used some highly reputed nodes also known as

power nodes in place of pre-trusted nodes. These power nodes are searched and elected

dynamically in the whole network. Thus, pre-trusted nodes are free to leave the network

unlike in EigenTrust [1]. This method used the enhanced trust matrix for the purpose

of aggregation of local trust. Enhance trust matrix is the square of trust matrix. It

is performed using look-ahead random walk in which, each node in the trust overlay

network not only holds its own local trust scores, but also aggregates its neighbors first

hand ones.
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TABLE 2.1: Comparison of Reputation Systems

S.N.
Reputation Sys-
tem

Normalization
Distributed Im-
plementation

1 EigenTrust Needed Possible
2 PowerTrust Needed Possible
3 Flow Based Not Needed Not Possible
4 Absolute Trust Not Needed Possible

Speed of convergence of PowerTrust [2] is higher than EigenTrust [1]. In both,

EigenTrust [1] and PowerTrust [2], distributed hash table is used to locate the peer who

is calculating and managing the global trust of a peer.

2.3.5 Flow-Based Reputation

Flow-Based Reputation was proposed by Simone et al., [3] in 2012. They identified

the problems with normalization and hence used basic trust matrix without normaliza-

tion for the aggregation of local trust. For this purpose they redefined the local trust of

a peer by mapping a function from positive (+1), neutral (0) and negative (-1) rating

to a value into the range [0, 1].

Global trust vector was taken as the left principal eigenvector of basic trust matrix.

It is calculated using power method [54]. Main drawback of this method is that it

cannot be implemented in a distributed system.

2.3.6 Global Contribution Approach to Maintain Fairness

The Global Contribution Approach for Fairness was proposed by Nishida et al., [8] in

2010. This approach was used to prevent the free-riding in the network and to balance
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TABLE 2.2: Comparison of Incentive Mechanisms

S.N.
Incentive Mech-
anism

Approach
Convergence
Speed

1 Tit-for-tat Local -
2 ATFT Local -
3 FairTorrent Local -
4 GC Global Slow
5 BCI Global Fast
6 SBCI Global -

the upload and download amount in each peer.

Global contribution, xi, of any peer i is calculated as

xi = α
βei.S.x + (1− β)ei.S.e− ei.S

tr.x

ei.(S + Str).e
+ (1− α), (2.5)

here, x is global contribution vector. S is share matrix in the network with its ij

element as the amount shared by peer i to peer j. The ei is a row vector with its ith

entry as ’1’ and e is a column vector with each entry as ’1’. The parameters α and β

are some scalars decide the initial value of global contribution vector and guaranteed

the convergence of it. If no transaction has happened at node i, then

xi =
2− α(1 + β)

2 + α(1− β
.

A peer is allowed to take the resources from the network only if its global contribution

is higher than a threshold value. Thus, every peer would like to earn more global

contribution. It can earn more global contribution if it uploads to high contributing

peers and downloads from low contributing peers.

This method can balance the upload and download amount in the network and thus

can prevent the free-riding. But this algorithm is very complex to implement in real
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systems due to its slow speed of convergence. We have proposed a new algorithm, viz.,

biased contribution index (BCI) and also its simplified form. These algorithms can be

implemented in much simpler way in a distributed system.



Chapter 3

Absolute Trust: Algorithm for
Aggregation of Trust in
Peer-to-Peer Networks

3.1 Introduction

To mitigate the attacks by malicious peers in P2P networks, several reputation sys-

tems have been proposed in the past. In most of them, the peers evaluate other peers

based on their past interactions and then aggregate this information in the whole net-

work. However, such an aggregation process requires approximations, in order to con-

verge at some global consensus. It may not be the true reflection of past behavior of

the peers. Moreover, such type of aggregation gives only the relative ranking of peers

without any absolute evaluation of their past. This is more significant when all the

peers responding to a query, are malicious. In such a situation, we can only know that

who is better among them without knowing their rank in the whole network.

In this chapter, we are proposing a new algorithm which accounts for the past behav-

ior of the peers and will estimate the absolute value of the trust of peers. Consequently,
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we can suitably identify them as good peers or malicious peers. By choosing suitable

parameters, our algorithm converges much faster at some global consensus. Due to its

absolute nature, it will equally load all the peers in the network. It will also reduce the

inauthentic downloads in the network which was not possible in existing algorithms.

3.2 Motivation

Due to open and anonymous nature of P2P networks, malicious users can easily

sabotage the network by putting inauthentic contents [24]. In such environment, peers

don’t feel comfortable to establish the communication with unknown users, until they

feel them to be trustworthy. Therefore, implementation of reputation system becomes

a natural choice. In recent years, many studies have been done on reputation systems

to model the past behavior of the peers [1], [2], [3], [30], [31], [32], [33], [35], [36], [37],

[38], [55], [56], [57], [58], [59]. But, its implementation in real life system is yet to be

done.

Pagerank [4] is the most successful example of reputation system used by google

search engine, where reputation of page is decided by its popularity on the web. The

popularity is measured by two factors, the number of links that point to the page and

from where the links originate. Based on the similar concept, reputation systems have

been proposed for peer ranking where most trustworthy peer is considered as the most

reputed one [1], [2], [3], [33]. Positive aspect of this is that the consensus is taken from

the entire network. But there are four major fundamental problems in it.

First, ranking itself is not adequate to decide the trustworthiness of a peer. For

example, when a peer sends a request for a particular file and all the responding peers
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are malicious, then ranking system can only tell us who is better among them. We will

never know whether they are malicious peers or good peers.

Second, there is a difference between popularity and trustworthiness; a peer can be

popular in the network by doing transaction with large number of peers, but may not

be providing good quality of service. Whereas a peer is considered to be trustworthy

only if it provides good quality of service in each transaction. This can be understood

by following example. Let there be five peers in a network - A, B, C, D and E. After

some interactions they give some local trust value to each other, as shown in Table 3.1.

Local trust value is defined as trust value given by peers to each other based on their

direct interactions. More detail on it is given in Section 3.3. After aggregating these

local trust values, as per method given in [1], [2], they are ranked as B, E, C, D, A; B

is most trustworthy and A is least trustworthy. If it is aggregated following the method

in [3], then they are ranked as E, B, D, C, A; E is most trustworthy and A is least

trustworthy. But we can see clearly from Table 3.1 that A is making two transactions

but both transactions are good as compared to any transaction made by B, C and D.

So we cannot conclude that A is less trustworthy as compared to B, C and D.

Third, in these ranking systems, the most reputable peers are always overloaded,

even if we use the probabilistic approach to select the source peer for download, i.e.,

the probability of choosing a download source peer is proportional to its global trust.

And lastly, this type of ranking is performed by normalization of the local trust.

Updating the values of normalized local trust to other peers is message consuming task.

Because, if trust assigning peer updates the local trust of any one of its interacting peer,

then it needs to update the values of all the other interacting peers.

In all other reputation systems, feedback of peers are taken from few significant peers
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to estimate the global trust. This does not make the global trust global in true sense.

Keeping in view all the above points, a reputation system in P2P network must have

the following design objectives:

• Reputation should be true reflection of past behavior.

• Reputation must be aggregated across the whole network.

• The system should be robust to the presence of malicious peers with as many

attackers model as possible.

• Load Balance: System should not overload only few peers in network.

• It should be adaptive to peer dynamics.

• Fast Convergence Speed.

• Lower overhead/message complexity.

• Central authority should not be needed.

In this chapter, we are proposing a metric and an aggregation algorithm which truly

capture the past behavior of the peers. The proposed algorithm can give the ranking

of the peers and can characterize them absolutely as well. Aggregation is done without

normalization hence, it automatically meets the above design objectives. It is purely

decentralized and does not require any kind of central authority or pre-trusted peers or

power nodes. The Absolute Trust is based on the concept of weighted averaging and

scaling of local trust. It is calculated recursively in the whole network, till it converges.

We will show that it will converge at some unique global value and can be calculated

distributively in the whole network by all the peers. Our simulation results show that



3.3 Proposed Trust Model 28

TABLE 3.1: Local trust of peers A, B, C, D and E, zero means there is no interaction
between peers till now

A B C D E

A 0 0.6 0.6 0 0

B 0.3 0 0.3 0.4 0.4

C 0.4 0.4 0 0.2 0.2

D 0.5 0.1 0.1 0 0.5

E 0.7 0.7 0.8 0 0

it gives better authentic download performance and more uniform load distribution

among good peers with lesser message complexity.

Rest of the chapter is organized as follows: In Section 3.3, we define the basic trust

model and its aggregating algorithm. Section 3.4 discusses the existence and uniqueness

of proposed global trust. In Section 3.5, the algorithm is analyzed. Section 3.6 presents

the simulation results, and finally in Section 3.7, conclusion and future work is presented.

3.3 Proposed Trust Model

In this model of P2P network, the peers are assumed to exchange only files as a

resource. With suitable modification, the same model can also be used for other kind

of resources. First, we will define the basic trust metric, namely local trust, which is a

raw data used for the calculation of global trust. Later, we will give an algorithm for

aggregation of the local trusts to generate the global trust. Global trust is the trust,

system as a whole keeps on an individual peer.
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3.3.1 Local Trust

Typically peer’s satisfaction after a transaction can be classified as satisfied, average

or neutral and unsatisfied. We can also define many other levels, but for simplicity only

three levels have been assumed. Let peer i downloads some files from peer j, then peer

i can assign a local trust value to peer j as

Tij =
ngwg + nnwn + nbwb

nt
,

where ng, nn and nb denote the number of satisfactory, average or neutral and unsatis-

factory files respectively. The wg, wn and wb denote the weight factor for satisfactory,

average or neutral and unsatisfactory files respectively and nt denotes the total number

of downloaded files.

Without loss of generality, let us consider the weight factor for average or neutral file

to be in the middle of weight factors of unsatisfactory file and satisfactory file. Thus,

wn =
wg + wb

2
.

On simplification,

Tij =
[ngwg + (nt − ng − nb) (wg+wb)2

+ nbwb

nt

]
Tij =

1

2nt
[(ng − nb + nt)wg + (nb − ng + nt)wb]

Tij =
1

2
[(frac sat− frac unsat+ 1)wg + (farc unsat− farc sat+ 1)wb], (3.1)

where frac sat, frac unsat denote the fraction of satisfactory and unsatisfactory

files respectively.

This metric will ensure the value of local trust to be within wg and wb. For example,

if peer i downloads 100 files from peer A and B, out of which, A provides 20 satisfactory
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files, 40 unsatisfactory files and rest average files while peer B provides 30 satisfactory

files, 60 unsatisfactory files and rest average files. Let the weight factor of good file is

10 and that is for bad file is 1, then TiA = 4.6 and TiB = 4.15.

Many authors argue that there are many other factors, which can influence the local

trust value, e.g., amount of transactions, date of transactions, number of transactions

[31], [32], [35], [59]. We agree with their arguments and those can also be considered

in our case, but in all the cases, the aggregation process will remain same. In next

subsection, we explain the process of aggregation of trust in the network.

3.3.2 Absolute Trust: Algorithm for Aggregation

In any evaluation process, there are two parties, one who is evaluating; we will call

it the evaluator, and the one who is being evaluated; we will call it the evaluatee.

Reliability of evaluation depends on the person who is evaluating it, and varies from

person to person. Evaluation is said to be more reliable if it is done by a competent

evaluator.

There are three different scenarios in the evaluation as shown in Fig. 3.1. One-to-

many: one person is evaluating many persons; many-to-one: many persons are evalu-

ating one person; and one-to-one: different persons are evaluating different persons. In

one-to-many scenario, since evaluation is done by only one person, the basis of evalu-

ation can be considered to be uniform. In many-to-one evaluation, since one person is

evaluated by many persons so there are chances of contradictions. At the same time,

the opinion of any evaluator cannot be ignored. Thus, the best way to resolve the con-

tradiction is to take the weighted average of all the evaluators’ opinions, while assigning

more weight to a more competent evaluator.
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(a) One-to-Many (b) Many-to-One

(c) One-to-One

Fig. 3.1: Different ways of evaluation

In one-to-one evaluation, there is no direct comparison of two evaluations because the

evaluator and the evaluatee both are different. In order to compare these evaluations,

it is essential to make their basis uniform with respect to the evaluator. Again based on

the concept that competent evaluator’s evaluation will be more accurate, we can bias

these evaluations by a weight factor, which must be proportional to the competence of

evaluator in some sense. The bias can be given by

Eval uniform out = [(Eval value in)p(we)
q]

1
p+q , (3.2)

where, Eval value in is evaluation done by an individual evaluator, we is weight factor

assigned to this evaluator, Eval uniform out is output evaluation based on uniform

basis and p, q are suitably chosen constants.

If p = q, then Eval uniform out is geometric mean of we and Eval value in. If we
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take q = αp then

Eval uniform out = [(Eval value in)(we)
α]

1
1+α . (3.3)

Now let there be N peers in the network interacting with each other. If any peer i

takes the service of any peer j, then i can evaluate trust on j according to (3.1). Each

i can evaluate all such peer j independently and there is no need of any modification

in the evaluation, because it is one-to-many evaluation. We are aggregating the values

of these one-to-many evaluations (local trust) resulting in the estimate of global trust.

Each peer is also providing services to many other peers, and is being evaluated by

them. This is many-to-one evaluation. The aggregated trust values after this step will

be weighted average of all the local trust estimates. The weight factor can be chosen

in many different ways, but global trust of an individual peer will be the best choice

to be used as a weight. Many authors argue that a good service provider may not be

a good feedback provider [31], [35], [59]. But we argue that until peers are not in the

competition, a good service provider will be most likely a good feedback provider. So

we have taken global trust of peers as the weight factor for the purpose of aggregation

of local trust. Hence global trust, ti, of any peer i is given by

ti =

∑
j∈Si Tjitj∑
j∈Si tj

∀i, (3.4)

here Si is a set of peers getting services from peer i, Tji is local trust of peer i evaluated

by peer j, tj is global trust of peer j. Equation (3.4) can be rearranged as

ti =

∑
j∈Si Tjitj

ei.C.t

=
∑
j∈Si

(ei.C.t)−1Tjitj
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These set of N equations can be written in the form of a matrix as

t = [diag(e1.C.t, e2.C.t, ..., eN.C.t)]−1.Ttr.t,

where t is global reputation column vector, it is also defined as center point of matrix

Ttr. For properties and other details of center point of a matrix, see [60]. T is trust

matrix, its Tij element is local trust value of peer j assigned by peer i. The element Tij

is zero if there is no interaction among peer i and peer j, ei is row vector with ith entry

as 1 and all others are zero, C is incidence matrix corresponding to Ttr, i.e., if Tji > 0,

then Cij = 1, else Cij = 0. Ttr is transpose of matrix T.

It is clear from (3.4) that value of ti will remain between minimum and maximum

value of local trust given by peers belonging to Si.

Now, in the whole network every peer is evaluated by a different set. If the set can be

represented equivalently as a single peer, then it is same as one-to-one evaluation. The

basis of this evaluation can be made uniform using (3.2). To give the equivalent global

trust of the set, consider a set Si of m peers with global trust values t1, t2, ..., tm. The

global trust of the set must be dominated by the more trustworthy peers, because we are

giving more weight to their opinion. With the notion of weighted average, intuitively,

we can define the global trust of the set, Si, as

tsi =

∑
j∈Si t

2
j∑

j∈Si tj
. (3.5)

This equation is similar to (3.4). Here, we are ensuring that global trust of a set will be

dominated by the peers having higher global trust value. It will always be in between

the minimum and maximum values of global trust of the members of set Si. The global

trust, ti, of a peer i, can be biased by the global trust, tsi , of trust assigning set Si,

according to (3.2). The modified global trust of peer i can be written as

ti = [ti
ptsi

q]
1

(p+q) ,
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ti =

[(∑
j∈Si Tjitj∑
j∈Si tj

)p(∑
j∈Si t

2
j∑

j∈Si tj

)q] 1
(p+q)

. (3.6)

Equation (3.6) will be the true reflection of past behavior of peer i in the whole system.

This equation will give us the absolute interpretation of global trust value of any peer.

The basis of evaluation has been made uniform by using a biasing factor tsi . We can

now directly compare the global trust values of any two peers. Equation (3.6) can be

rearranged as

ti =

[(∑
j∈Si Tjitj∑
j∈Si tj

)(∑
j∈Si t

2
j∑

j∈Si tj

)q/p] 1
(1+q/p)

=

[(
(
∑

j∈Si t
2
j)
q/p

(
∑

j∈Si tj)
(1+q/p)

)(∑
j∈Si

Tjitj

)] 1
(1+q/p)

=

[(
(ei.C.diag(t).t)α

(ei.C.t)(1+α)

)(∑
j∈Si

Tjitj

)] 1
(1+α)

=

[∑
j∈Si

(
(ei.C.diag(t).t)α

(ei.C.t)(1+α)

)(
Tji

)(
tj

)] 1
(1+α)

There are N nodes in the network, i = 1, 2, ..., N . Thus, set of N equations can be

written in the form of matrix as follows:

t = (D.Ttr.t)
1

1+α .

D is a diagonal matrix, with its iith element di as
[
(ei.C.diag(t).t)

α

(ei.C.t)(1+α)

]
, diag(t) is N×N

diagonal matrix, with its iith element as ti and α = q/p. Rest all variables have the

same meaning as mentioned earlier. Power of any vector is defined as the power of its

each element. All vectors are defined as a column vector until it is specified.

In the network of N nodes, there are N unknowns and N non-linear equations, hence

we cannot state anything directly about the solution of these equations. In next section,
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we will show that there exists a unique positive global trust vector, corresponding to

these set of equations. The solution can be found by an iterative method.

3.4 Existence and Uniqueness of Global trust

We are proposing following Lemmas and Theorems to show the existence and unique-

ness of global trust vector. The definitions to be used in this section are given below:

Definition 3.4.1. A vector v or matrix M is said to be positive/non-negative if its

each element vi or Mij is positive/non-negative and real.

Definition 3.4.2. A vector v
′
/ matrix M

′
is said to be less than v

′′
/M

′′
if its each

element v
′
i/M

′
ij is less than vi

′′/Mij
′′.

Lemma 3.4.1. Let z be a positive vector in RN , such that z = f(t), with its ith element

as
[ ti(ei.C.t)
(ei.C.diag(t).t)

]α
ti. Then ∃ at least one pair of positive vectors t

′
and t

′′
such that, if

t
′′
> t

′
, then

f(t
′′
) > f(t

′
),

where α is an arbitrary rational number.

Proof . Let us consider two vectors t
′

= ae and t
′′

= be. Here e is a vector with all

elements as ’1’, a and b are scalar such that b > a > 0. Then ith element of vector f(t
′
)

fi(t
′) =

[
t
′
i(ei.C.t

′
)

(ei.C.diag(t′).t′)

]α
t
′

i
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fi(t
′) =

[
a(ma)

(ma2)

]α
a

fi(t
′) = a

here m is number of ′1′ in ith row of incidence matrix C.

Similarly

fi(t
′′) = b

Hence, ∃ a pair of positive vectors t
′

and t
′′

satisfying the condition.

Lemma 3.4.2. Let A and B be N×N non-negative, irreducible matrices with spectral

radius ’1’, and corresponding eigenvector v. Then for any vector x; having at least one

component along vector v.

lim
k→∞

(M1.M2.M3.....Mk).x = cv

Here Mi can be A or B for all i from 1 to k and c is any scalar. A and B are such

that (M1.M2.M3.....Mk) is also irreducible.

Proof . Let the eigenvectors of matrices A and B be v,v2,v3, ...,vN and v,u2,u3, ...,uN.

Then any vector x; having at least one component along vector v, can be expressed as

x = a1v + a2v2 + ...+ aNvN

and

x = b1v + b2u2 + ...+ bNuN

when this vector will pass through matrices A and B then it will be

A.x = a1v + a2λ2v2 + ...+ aNλNvN
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and

B.x = b1v + b2γ2u2 + ...+ bNγNuN

where λ2, λ3, ..., λN and γ2, γ3, ..., γN are eigenvalues of matrices A and B respectively.

If it will pass through any of A and B again, then vector v will remain as it is and

magnitude of all other vectors will decrease because 1 > |λ2| > |λ3| > ... > |λN | and

1 > |γ2| > |γ3| > ... > |γN | (see [61]). Thus

B.A.x = a1v + δav + L.O.M.O.u2,u3, ...,uN

and

A.B.x = b1v + δbv + L.O.M.Ov2,v3, ...,vN

L.O.M.O. means ”lower order magnitude of”. Repeating this operation kth times in

any order we will get

lim
k→∞

(M1.M2.M3.....Mk).x = cv

where Mi can be A or B for all i from 1 to k

Theorem 3.4.1. Let A and B be N×N non-negative, irreducible matrices with spectral

radius ’1’, and corresponding eigenvector v. Then for any vector x in RN

lim
k→∞

(A−B)k.x = 0

Proof . In Lemma 3.4.2, let Mi = A for all i, then

lim
k→∞

Ak−1.x ≈ a1v, (3.7)

and if Mi = B for all i, then

lim
k→∞

Bk−1.x ≈ a2v (3.8)
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if Mi is taken arbitrary A or B, then

lim
k→∞

(A.B.....B.A....(k − 1)times).x ≈ a3v (3.9)

where a1, a2 and a3 are some scalers, adding 3.7, 3.8 with all combinations of 3.9 will

result

lim
k→∞

(A−B)k−1.x ≈ bv (3.10)

here b is a linear combination of a1, a2 and all a3. Now pre-multiplying (3.10) by

(A−B),

(A−B).(A−B)k−1.x = (A−B).bv = (v − v)b = 0

Hence

lim
k→∞

(A−B)k.x = 0

Theorem 3.4.2. Let A,A1,A2, ...,Am be N×N non-negative, irreducible matrices,

with spectral radius 1, λ1, λ2, ..., λm respectively. If the corresponding eigenvector for all

the above matrices be v. Then for any vector x.

lim
k→∞

(A1 + A2 + ...+ Am −A)k.x = 0

if |λ1 + λ2 + ...+ λm − 1| < 1

Proof . Let

M = (A1 + A2 + ...+ Am)

then

M.v = (A1 + A2 + ...+ Am).v
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= (λ1 + λ2 + ...+ λm)v = λv

hence v is also an eigenvector of M and corresponding eigenvalue is λ. Matrix M is

the sum of non-negative, irreducible matrices A1,A2, ...,Am therefore M is also non-

negative and irreducible. So we can conclude that spectral radius of matrix M is λ.

Further, M can be written as

M =

[
M

λ
+

(λ− 1)M

λ

]
= [B + B′]

here B is M/λ and B′ is (λ − 1)M/λ. Matrices B and B′ are scalar multiple of non-

negative irreducible matrix M therefore matrices B and B′ also follow the properties

of non-negative irreducible matrices. Hence spectral radius of matrices B and B′ is ’1’

and |λ− 1| respectively and corresponding eigenvector is v.

If |λ− 1| < 1 then

lim
k→∞

B′
k
.x = 0, (3.11)

and from Theorem 3.4.1

lim
k→∞

(B−A)k.x = 0. (3.12)

In fact, when vector x is passed through any of B′ or (B−A), its magnitude decreases,

and at k →∞, it become zero. So in general we can write

lim
k→∞

(M1.M2.M3.....Mk).x = 0 (3.13)

where Mi can be any of B′ or (B−A). Adding all the combinations of (3.13) with

(3.11) and (3.12), we will get

lim
k→∞

(B′ + (B−A))
k
.x = 0
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or

lim
k→∞

(M−A)k.x = 0

hence

lim
k→∞

(A1 + A2 + ...+ Am −A)k.x = 0

if |λ− 1| < 1 or |λ1 + λ2 + ...+ λm − 1| < 1.

Theorem 3.4.3. Let T be N×N non-negative, irreducible matrix then, ∃ a positive

vector t such that

(t)1+α = (D.Ttr.t)

D is diagonal matrix, with its ith element di as
[(

ei.C.diag(t).t
)α
/
(
ei.C.t

)(1+α)]
.

Proof . Relation (t)1+α = (D.Ttr.t) can be written as

Ttr.t = D−1.(t)1+α = y

where yi =

[
(ei.C.t)

(1+α)

(ei.C.diag(t).t)α

]
t1+αi . Further, yi can be written as

yi = (ei.C.t)

[
(ei.C.t)α

(ei.C.diag(t).t)α

]
t1+αi

= (ei.C.t)

[
ti(ei.C.t)

ei.C.diag(t).t

]α
ti

= (ei.C.t).fi(t)

= ei.(fi(t)C).t

hence vector y can be written as

y = F(t).t
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where matrix F(t) has nonzero elements at same positions as matrix C and therefore,

at same position as Ttr, its ij element Fij(t) is fi(t), hence

Ttr.t = F(t).t

Now, ∃ a positive vector t′, such that fi(t
′) ≤ min(Tij > 0). For such t′,

Ttr.t′ > F(t′).t′.

Also ∃ a positive vector t′′, such that fi(t
′′) ≥ max(Tij), For such t′′,

Ttr.t′′ < F(t′′).t′′

function f is continuous and from Lemma 3.4.1, there exist a path from f(t′) to f(t′′)

such that if t′′ > t′, then f(t′′) > f(t′). Hence, ∃ a positive vector t between t′ and t′′,

such that

Ttr.t = F(t).t

hence ∃ a positive vector t, such that

(t)1+α = (D.Ttr.t)

Theorem 3.4.4. Vector t in theorem 3.4.3 is unique and can be calculated by an iter-

ative function

tk = φ(tk−1) = [D(tk−1).Ttr.tk−1)]
1

1+α ,

where tk is the value of vector t in kth iteration and φ is the iterative function from

RN → RN .
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Proof . The iterative function φ(tk−1) is

tk = φ(tk−1)

= [D(tk−1).Ttr.tk−1)]
1

1+α

= [diag(d1,d2, ...,dN).Ttr.tk−1]
1

1+α

(3.14)

where

di =

((
ei.C.diag(tk−1).tk−1

)α(
ei.C.tk−1

)(1+α)
)

The ith element of tk will be

tki =

[(
ei.T

tr.tk−1
)(

ei.C.diag(tk−1).tk−1
)α(

ei.C.tk−1
)1+α

] 1
1+α

=

[(
ei.T

tr.tk−1
) 1

1+α
(
ei.C.diag(tk−1).tk−1

) α
1+α(

ei.Ctk−1
) ] (3.15)

Let tki and tk−1i are far from actual solution ti by δtki and δtk−1i respectively, then

ti + δtki =

[(
ei.T

tr.(t + δtk−1)
) 1

1+α(
ei.C.(t + δtk−1)

) ]
[
(
ei.C.diag(t + δtk−1).(t + δtk−1)

) α
1+α ]

=

[(
ei.T

tr.t
) 1

1+α
(
ei.C.diag(t).t

) α
1+α(

ei.C.t
) ][

(1 + ei.T
tr.δtk−1

ei.Ttr.t
)

1
1+α

(1 + ei.C.δtk−1

ei.C.t
)

]
[(

1 +
2ei.C.diag(t).δtk−1

ei.C.diag(t).t
+

ei.C.diag(δtk−1).δtk−1

ei.C.diag(t).t

) α
1+α

]

If δtk−1 << t then we can neglect the higher order terms of δtk−1.

≈

[(
ei.T

tr.t
) 1

1+α
(
ei.C.diag(t).t

) α
1+α(

ei.Ct
) ][

(1 + ei.T
tr.δtk−1

ei.Ttr.t
)

1
1+α

(1 + ei.C.δtk−1

ei.C.t
)

]
[(

1 +
2ei.C.diag(t).δtk−1

ei.C.diag(t).t

) α
1+α

]



3.4 Existence and Uniqueness of Global trust 43

Using steady state form of (3.15), i.e., tk = tk−1 = t

= ti

[
(1 + ei.T

tr.δtk−1

ei.Ttr.t
)

1
1+α

(1 + ei.C.δtk−1

ei.C.t
)

][(
1 +

2ei.C.diag(t).δtk−1

ei.C.diag(t).t

) α
1+α

]

Using binomial expansion and neglecting higher order terms of δtk−1

≈ ti

[
(1 + ei.T

tr.δtk−1

(1+α)ei.Ttr.t
)

(1 + ei.C.δtk−1

ei.C.t
)

][(
1 +

2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)]

δtki = ti

[(
1 + ei.T

tr.δtk−1

(1+α)ei.Ttr.t

)
(1 + ei.C.δtk−1

ei.C.t
)

(
1 +

2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)
− 1

]

= ti

[(
1 +

ei.T
tr.δtk−1

(1 + α)ei.Ttr.t

)(
1 +

2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)

−

(
1 +

ei.C.δt
k−1

ei.C.t

)]/(
1 +

ei.C.δt
k−1

ei.C.t

)

Approximating the denominator term

(
1 + ei.C.δt

k−1

ei.C.t

)
≈ 1,

δtki ≈ ti

[(
ei.T

tr.δtk−1

(1 + α)ei.Ttr.t

)
+

(
2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)

+

(
ei.T

tr.δtk−1

(1 + α)ei.Ttr.t

)(
2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)
−

(
ei.C.δt

k−1

ei.C.t

)]

Again neglecting higher order terms of δtk−1

δtki ≈ ti

[(
ei.T

tr.δtk−1

(1 + α)ei.Ttr.t

)
+

(
2αei.C.diag(t).δtk−1

(1 + α)ei.C.diag(t).t

)
−

(
ei.C.δt

k−1

ei.C.t

)]

=

[(
tiei.T

tr

(1 + α)ei.Ttr.t

)
+

(
2αtiei.C.diag(t)

(1 + α)ei.C.diag(t).t

)
−

(
tiei.C

ei.C.t

)]
.δtk−1

= [Xi + Yi − Zi].δt
k−1,
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where Xi,Yi and Zi are ith row of N×N matrices X,Y and Z respectively, it can be

observed easily, X.t = 1
1+α

t, Y.t = 2α
1+α

t and Z.t = t. Here, X,Y,Z, t > 0.

Matrices X,Y,Z have non zero elements at same positions as matrix Ttr, hence all

these are also irreducible. Therefore spectral radius of X,Y and Z will be 1
1+α

, 2α
1+α

and

1 respectively. Now,

δtk = (X + Y − Z).δtk−1

If initial error in t is δt0 then

limk→∞δt
k = limk→∞(X + Y − Z)k.δt0

Directly from Theorem 3.4.2

limk→∞(X + Y − Z)k.δt0 = 0

⇒ limk→∞δt
k = 0

if

| 1

1 + α
+

2α

1 + α
− 1| < 1

⇒ α

1 + α
< 1,

which is true for any α > 0.

If δtk−1 > t then δtki will reduce very fast and very soon δtk−1 << t (see [60]).

Convergence of algorithm depends upon the value of α. For lower α, it will converge

faster. Same thing is also verified through simulation in next section.

In Theorem 3.4.4, if α = q/p then ith element of vector t will be

ti =

((
ei.C.diag(t).t

) q
p

(ei.C.t)(1+
q
p
)

(ei.T
tr.t)

) 1
1+

q
p
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=

((
ei.C.diag(t).t

ei.C.t

)q(
ei.T

tr.t

ei.C.t

)p) 1
p+q

ti =

[(∑
j∈Si Tjitj∑
j∈Si tj

)p(∑
j∈Si t

2
j∑

j∈Si tj

)q] 1
(p+q)

.

This is (3.6), hence the global trust vector exists and has a unique positive value. It

can be calculated by iterative method.

3.5 Analysis of Algorithm

3.5.1 Implementation in Distributed System

Algorithm 3.1 describes, how the requesting peers can select the peer from whom to

download. We will call the selected peers as source peers. Each peer can set a threshold

value of global trust, tTh, to decide whether to select a peer as a source or not. If

global trust of any peer is less than tTh, then it should not be selected as a source.

The requesting peers initiate a query for resources. Each query is given a TTL value.

Whenever a query is forwarded, its TTL value is decremented. When TTL becomes

zero, the query is not forwarded anymore. The requesting peer can control the scope

of query by choosing TTL value. A requesting peer will wait for a time greater than

2×TTL. If no response is received within waiting period, the query can be made again

with larger TTL value.

After getting the responses from the network, a peer can select the most reputed

peer as a source and can download the required file. In order to balance the load of the

network, a peer can select the set of peers whose global trust is more than the tTh and

then the source peer can be selected probabilistically among them. The probability of

selecting any peer as a source can be taken to be proportional to its global trust. This
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strategy has twofold effects; one is to allow only the reputed peers to become the source

with higher probability, and another is to balance the load among them. However, we

selected most reputed peer as a source peer for simplicity. In this process, if all of the

responding peers have a global trust less than tTh, then all of them can be rejected and

requesting peer can go for another search by increasing the TTL value of query. There

should be an upper limit on TTL, after which peer should stop and terminate the query

process.

After selecting the source peer and getting the file from it, a peer can evaluate the

quality of file and can give feedback for it. Collection of feedback and calculation of

global trust can be performed distributively by following the same approach as in [1],

[2]. With the help of DHT algorithms, such as Chord [19], CAN [20], Pastry [21] and

Tapestry [22], the peer named trust holder peer, managing feedback and global trust of

a peer, can be easily located.

Each trust holder peer can update the global trust as described in Algorithm 3.2. To

calculate the global trust value of any peer, trust holder peer needs to know the local

trust values of that peer and the current global trust value of trust assigning peers. Trust

assigning peers will send the local trust values of source peers to their trust holder peers

and trust holder peers will ask the current global trust values of trust assigning peers

from their respective trust holder peers. This process is repeated till the convergence

of global trust (see Algorithm 3.2). Global trust will converge for any initial value of

global trust vector, t0. But we have to ensure that, at least one component of initial

global trust vector, t0, must be along the final global trust vector, t, (see Section 4). To

ensure the security, more than one peer can be configured to manage the global trust

of a particular peer.
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So far, we have discussed, how to aggregate the global trust from local trust. In

peer selection procedure, we are considering only the aggregated global trust. However,

global trust is more significant if peer has no past history with any of the responding

peer. If peer j has some past history with any one of them then decision of selection

of source peer can be done according to βti + (1 − β)Tji. It is a convex combination

of the global trust of peer and the local trust value assigned by requesting peer to the

responding peer in the past. The value of parameter β can be selected by the peer

depending on its confidence on the responding peer.

3.5.2 Speed of Convergence

The speed of convergence is measured in terms of the number of iterations before

global trust vector converges. The range and average value of required number of

iterations in different reputation systems are shown in Table 3.2. In general, speed of

convergence of EigenTrust [1], and PowerTrust [2], depends on second largest eigenvalue

of normalized trust matrix [62]. For Absolute Trust, it depends on the largest eigenvalue

of matrix, (X + Y − Z) and α (see Section 3.4). Smaller the above eigenvalues, lesser

number of iterations will be needed for convergence.

The impact of α on the speed of convergence of Absolute Trust is clearly evident

from Table 3.2. We can see, as α is decreasing, speed of convergence of Absolute Trust

is increasing. For α ≤ 1/3, on an average, it is converging in less than seven iterations.

Lower value of α means higher value of p compared to q. Higher p means more

weightage to first term, which is weighted average of local trust values informed by

direct interacting peers. Lower q means lesser weight to second term, which is the

equivalent global trust of trust assigning set S. But there is trade-off between these
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two. First term is used to settle the conflicts among direct trust assigning peers, and

second term is used to bias the global trust of peer according to global trust of the trust

assigning set. The global trust of each member of set is biased by its trust assigning

set respectively, and so on. Hence, second factor is taking the opinion from rest of

the network. We cannot neglect the opinion of other peers but we also need faster

convergence of the algorithm. Higher speed of convergence implies that a lesser number

of messages are needed to update the global trust.

3.5.3 Message Overhead and Time Complexity

The summary of overall message overhead in different reputation systems are shown

in Table 3.2. In general, message overhead of the algorithm depends on three major

factors, i.e., sparsity of trust matrix, speed of convergence and need of normalization

of trust matrix. Lower sparsity of trust matrix and lower speed of convergence increase

the message overhead. The need of normalization of trust matrix also require more

messages, because if local trust of any one source peer is updated then it will affect the

local trust of other co-source peers, and the peer needs to send the updated feedback

of all the source peers.

In PowerTrust [2], enhanced trust matrix, which is square of trust matrix, is used in

place of trust matrix. Squaring of trust matrix increases the speed of convergence but

decreases the sparsity of matrix very rapidly. Normalization of trust matrix is needed

in both EigenTrust [1] and PowerTrust [2]. As a result, overall message overhead is

higher in PowerTrust [2] compared to EigenTrust [1].

In EigenTrust [1], trust matrix is more sparse compared to Absolute Trust, because

minimum trust value is given ’0’ in former and ’1’ in latter. But due to impact of
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TABLE 3.2: Convergence Speed and Message Overhead per Peer in Different Reputa-
tion Systems

S.N.
Reputation
System

Sparsity of
Matrix

Required Iter-
ations

Required
Messages
per Peer

Range Average
1 ET High 7 - 12 8.6 13618.24
2 PT Low 4 - 8 5.85 28892.22

3 AT, α = 1
High but
< ET

9 - 12 11 19039.64

4
AT, α =
1/2

High but
< ET

6 - 9 7.3 14078.93

5
AT, α =
1/3

High but
< ET

5 - 8 6.8 12670.80

6
AT, α =
1/4

High but
< ET

5 - 7 6.3 11947.52

7
AT, α =
1/5

High but
< ET

5 - 7 6.25 11664.90

need of normalization and speed of convergence, we can see that a required number of

messages per peer in Absolute Trust, α ≤ 1/3, are lesser than in EigenTrust [1].

Time complexity of calculation of global trust on trust holder peer will be O(N×

number of iterations) for each update of global trust. The simulation is conducted by

varying the number of peers in the network, N , from 100 to 1000. Our simulation results

show that the number of iterations required to converge the global trust is independent

of the N . Hence we can say that time complexity of algorithm is O(N) per peer for one

update.



3.5 Analysis of Algorithm 50

Algorithm 3.1 For Selection of Source Peer

1: procedure
2: Set tTh
3: Set TTL
4: top:
5: Set Time Counter ≥ 2× TTL
6: i← 0
7: Send the query for required file in Network;
8: while i ≤ Time Counter do
9: Wait for response from the network;

10: i← i+ 1;
11: end while
12: if Number of responding peers == 0 then
13: if TTL ≥ (TTL)upper then
14: Terminate the query process;
15: else
16: Increase TTL;
17: goto top
18: end if
19: else
20: Get the Global Trust of all the responding peers from their trust holder peer;
21: Select the peer with maximum Global Trust;
22: if Global Trust ≥ tTh then
23: Download the required file from the selected peer;
24: Evaluate the file;
25: Send the feedback to trust holder peer of source peer;
26: Stop;
27: else
28: if TTL ≥ (TTL)upper then
29: Terminate the query process;
30: else
31: Increase TTL;
32: goto top
33: end if
34: end if
35: end if
36: end procedure
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Algorithm 3.2 For Updating the Global Trust of Peers

1: Input: Local Trust values of peers
2: Output: Global Trust with trust holder peers
3: procedure
4: for each peer i do
5: forall peer j, who is selected as source peer do
6: Evaluate the received file;
7: Assign the Local Trust value between w b to w g to peer j;
8: Send the Local Trust to trust holder peer of peer j;
9: end forall

10: if Peer i is trust holder peer of peer k then
11: forall peer j, who selected peek k as a source peer do
12: Receive the Local Trust values Tjk;
13: Locate jth peer’s trust holder peer;
14: end forall
15: \\ Initialization of parameters
16: Set p, q, previous tk, threshold, error;
17: while error ≥ threshold do
18: Receive the current Global Trust tj from their trust holder peer ;
19: Compute

20: tk ←

[(∑
j∈Sk

Tjktj∑
j∈Sk

tj

)p(∑
j∈Sk

t2j∑
j∈Sk

tj

)q] 1
(p+q)

21: error ← |tk − previous tk|
22: previous tk ← tk
23: end while
24: end if
25: end for
26: end procedure
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TABLE 3.3: Values of various parameters which we used in our simulation

S.N. Parameter Description Value(s)
1 N Number of Peers in the Network 102 - 103

2 Num file
Number of different files in the
Network

103 - 104

3 Num trans
Total number of transactions in
the network

104 - 105

4 γ Zipf’s Constant 0.4
5 α = q/p See (3.6) 0 - 2

6 w b
Weight factor for unsatisfactory
file

1

7 w g Weight factor for satisfactory file 10

8 tTh
Threshold value of Global Trust
for selection of source peers

1 - 5.5

3.6 Experimental Evaluation

Like in [35] and [63], we used NetLogo 5.2 [64], to evaluate the performance of

our algorithm. NetLogo is a multi-agent programmable modeling environment, where

we can model different agents and can ask them to perform the task in parallel and

independently. It is written mostly in Scala, with some parts in Java. We also sim-

ulated and compared our results with two popular reputation systems, EigenTrust[1]

and PowerTrust [2]. We found that our algorithm is giving better performance in var-

ious behavioral conditions of peers in the network. It is explained in the following

subsections.

3.6.1 Simulation Setup

We simulated a typical P2P network with parameters and distributions taken from

real world measurements [24], [28]. We used percentage of authentic downloads, per-
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centage of rejected transactions among the good peers and load distribution as standard

metric to evaluate and compare the performance of reputation systems. In this model,

a peer can issue a query for a particular file. The query propagates in the network and

peers can respond to it, if they have that particular file. Peers can ask for only those

files which they don’t have. Peers can select a source peer according to its global trust

and can reject all the possible source peers if none of them are found suitable.

The values of parameters used in simulation are shown in Table 3.3. We have taken

100 to 1000 nodes in the network. The number of nodes can be increased upto any

value but the results are expected to remain same, because all the metrics are taken

in percentage to facilitate the comparison of results. Files are distributed among the

nodes as per Zipf’s Law [65], with Zipf constant as 0.4. We have also considered the

transient phase and applied the global trust update after every 200 query cycles.

We assumed that 95% of the time, peer behaves as per their defined behavior and

rest of the time just opposite to it. The assumption is that a peer can make mistake

and sometimes may not behave the way it should. With a peer, it can happen 5% of the

time. Simulation is performed for various behavioral conditions in these peers. Each

experiment is conducted ten times and then readings are averaged over these multiple

trials to remove statistical noise. We have considered four kind of behavior in peers as

given below.

3.6.1.1 Good Peers

Good peers provide authentic files and right feedback.
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3.6.1.2 Pure Malicious Peers

Pure malicious peers provide inauthentic files and wrong feedback. Wrong feedback

can be given in many ways [59], however we are considering the case in which, malicious

peers give best feedback for other malicious peers and worst feedback for the good peers.

3.6.1.3 Unpredictable Peers

These peers behave as good peers for some time. After earning good reputation, they

start behaving like malicious peers. Since behavior of these peers change dynamically

and it is very difficult to predict their behavior, hence they are called unpredictable

peers.

3.6.1.4 Malicious Collectives

Malicious collectives are group of peers, those who know each other and increase

each others reputation values and decrease it for all others. Malicious collectives always

prefer to choose the source peers from their group and increase their reputation by

giving maximum weight to their files and minimum to all others’ files. If there are more

than one malicious groups then malicious collectives prefer to choose the source peer

among their own group and for the other groups they behave just like a pure malicious

peer.
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3.6.2 Performance of Absolute Trust for Various Settings of
Parameters

In this subsection, the impact of variation in different parameters on Absolute Trust

will be analyzed. For simplicity, we consider the presence of good peers and pure

malicious peers. In each experiment, fraction of malicious peers is varied from 5% to

40%.

3.6.2.1 Authentic Download for Different Settings of α & tTh

To see the impact of variation of α and different threshold values of global trust,

experiment is conducted for three different values of tTh, i.e., 4.5, 5, 5.5, in each case, α

is varied from 0 to 2. Results for percentage of authentic downloads are shown in Fig.

3.2(a), (b) and (c). We can observe that percentage of authentic download is higher for

lower value of α. For any α, if value of tTh increases, percentage of authentic download

also increases slightly. It is more evident at higher percentage of malicious nodes.

3.6.2.2 Rejected Transactions for Different Settings of α and tTh

Consider a situation when all the responding peers are not malicious peers but their

global trust is slightly lesser than tTh. They are rejected because of higher value of

tTh, which leads to unsuccessful transaction. Therefore, the value of tTh should not be

very high. The impact on percentage of rejections between good peers, i.e., good peers

rejected by good peers, is shown in Fig. 3.3(a), (b) and (c). Again in each case α is

varied from 0 to 2. We can see from the figure that the percentage of rejection is higher

when the value of tTh is higher. This difference is more clearly seen at higher percentage

of malicious peers. For tTh = 4.5, percentage of rejection is less than 1% at α ≥ 1/3.
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Fig. 3.2: Authentic download for different threshold values of global trust (tTh) and α
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Therefore, the value of tTh should not be very high and should not be very low. Ideally,

it should be in the middle of 1 and 10, i.e., 5.5.

3.6.2.3 Authentic Download for Different Settings of N

To justify the statement about the number of peers, made in previous subsection,

we performed the experiments for different number of peers. Results are shown in Fig.

3.4. It is evident from figure that percentage of authentic downloads are almost in same

range irrespective of the number of peers in the networks.

3.6.2.4 Authentic Download During Process of Execution

To see the performance of our algorithm for intermediate states, we performed the ex-

periments for α=1/3 and tTh=1 & 4.5. Percentage of authentic downloads are measured

after every 200 transactions. Results are shown in Fig. 3.5. It is evident from figure

that except in transient phase, percentage of authentic downloads always increase as the

number of transactions increases. It imply as system learns more, authentic transaction

happen more.

3.6.3 Comparison of Absolute Trust with Other Reputation
Systems

In this subsection, we compared the performance of our algorithm with other repu-

tation systems [1], [2]. Results show that our algorithm performs better under various

behavioral conditions of peers.
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Fig. 3.3: Rejected transactions, i.e., good peers are rejecting good peers, for different
threshold values of global trust (tTh) and α
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Fig. 3.4: Authentic download for different settings of node population, (α = 1/3, tTh =
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Fig. 3.6: Performance in the presence of pure malicious peers, (α = 1/3)

3.6.3.1 Performance in the Presence of Pure Malicious Peers

In this model, there are some good and some malicious peers in the network. Results

for percentage of authentic downloads are plotted in Fig. 3.6. It can be observed from

this figure that the percentage of authentic download is higher in Absolute Trust for

tTh ≥ 4.5, as compared to the EigenTrust [1] and PowerTrust [2]. Here we can see that

maximum percent of authentic download is 95% because 5 % of time peers behave just

opposite of their defined behavior.

3.6.3.2 Performance in the Presence of Unpredictable Peers

The simulation is performed in the presence of unpredictable peers. Initially, there

are 10% of purely malicious peers and few unpredictable peers in the network. We

increased the percentage of unpredictable peers from 5% to 30% and plotted the results

in Fig. 3.7. We can see from this figure that the Absolute Trust performs significantly

better. We can also see that PowerTrust [2] is vulnerable to unpredictable malicious
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Fig. 3.7: Performance in the presence of unpredictable peers: 10% of peers are purely
malicious and few behave as good peers upto some time then behave maliciously after
that, (α = 1/3)

peers attack. This is because in some cases, unpredictable malicious peers can earn the

good reputation upto some time and can be elected as power nodes in the network, and

then they can start misusing this reputation. Since power nodes play a major role in

PowerTrust [2], if wrong nodes are elected as power nodes, they can damage the system

to a greater extent. Chances of unpredictable peers getting elected as a power node is

higher when percentage of malicious nodes are more. We can observe this from Fig. 3.7,

when percentage of unpredictable peers reaches 25%, the authentic download decreases

rapidly.

To see the adaptability of Absolute Trust in the presence of unpredictable peers,

we plotted the results as function of time in Fig. 3.8. In this experiment, half of

the unpredictable peers changed their behavior from 2000th transaction and rest from

4000th transaction. We can observe from the figure that percentage of authentic down-

load decreases after 2000th and 4000th transaction and then gradually increases. These



3.6 Experimental Evaluation 62

0 5 10 15 20 25 30 35 40 45 50
82

84

86

88

90

92

94

Number of Transaction/200

%
 O

f 
A

u
th

e
n
ti

c
 D

o
w

n
lo

a
d

 

 

10% Unpredictable Peers, th=4.5
10% Unpredictable Peers, th=1
16% Unpredictable Peers, th=4.5
16% Unpredictable Peers, th=1
20% Unpredictable Peers, th=4.5
20% Unpredictable Peers, th=1

Fig. 3.8: Half of the unpredictable peers changing their behavior from 2000th transaction
and rest from 4000th transaction, (α = 1/3)

unpredictable peers are identified by Absolute Trust and suppressed immediately.

3.6.3.3 Performance in the Presence of Malicious Collectives

We have also performed the simulation in the presence of malicious collectives. Prac-

tically speaking, percent of peers making malicious collective cannot be more than 5%

to 10% however, there can be many number of malicious groups. Keeping this thing in

view, we kept 5% of the peers in one group and a number of groups are increased from

1 to 8. Results of simulations are plotted in Fig. 3.9. We can observe that Absolute

Trust is performing slightly better than the rest of the two.

3.6.3.4 Analysis of Load Distribution Among the Peers

Among all the responding peers, a peer is selected as a source peer if its global trust

is more than the threshold value and higher as compared to others. In the Absolute

Trust, we are calculating the global trust of peers such that it is not reducing the global

trust of others. Whereas in relative ranking, peers are competing with each other for
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Fig. 3.9: Performance in the presence of malicious collectives, (α = 1/3)

global trust, i.e., if global trust of any peer is increased by some fraction, it will decrease

the global trust of other peers. Hence, relative difference between the global trusts will

always be higher in case of relative ranking.

In simulation, we calculated the load of each peer, i.e., number of times a particular

peer is selected as a source peer. Then we calculated the standard deviation of load

among all the peers. Simulation is performed in the presence of pure malicious peers,

and standard deviation of load is calculated only among the good nodes, because ma-

jority of the load have to be shared by good peers only. Malicious peers are increased

from 5% to 40%. The results of simulation are plotted in Fig. 3.10. We can see, the

standard deviation of load distribution is minimum in Absolute Trust.

3.7 Conclusion

In this chapter, we presented an algorithm for aggregation of local trust in P2P

network. We have seen that our algorithm is able to fulfill all design considerations
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Fig. 3.10: Standard deviation of load distribution among the peers in different Reputa-
tion Systems, (α = 1/3)

mentioned in the Section 3.2. Aggregation is done without normalization, hence it is

true reflection of past behavior of peers in network. The calculation of global trust is

done by iterative method and it converges at some unique value. For lesser value of α,

the algorithm converges much faster. The updates have to be sent about only those peers

whose local trust value is changing. Hence, a lesser number of messages are required

to update the global trust. This algorithm can be implemented in a distributed system

where no central authority is present. We have presented the results for simulation

and it shows that this algorithm is robust against the various attacks like individual

malicious, unpredictable malicious and collective malicious peers. Lastly, we have shown

through simulations that because peers are not competing with each other for higher

value of global trust, thus, the load on good peers is more uniform compared to the

relative ranking mechanism.



Chapter 4

Generalized Analysis of
Convergence of Absolute Trust

4.1 Introduction

Open and anonymous nature of peer-to-peer networks provides an opportunity for

malicious peers to behave unpredictably in the network. This leads to the lack of trust

among peers. To control the behavior of peers in the network, a reputation system can

be used. In the reputation system, aggregation of trust is a primary issue. Algorithm

for aggregation of trust should be designed such that, it can converge to a certain finite

value. Absolute Trust is one such trust aggregation algorithm, which was introduced in

the previous chapter. It this chapter, we present the generalized analysis of convergence

of the Absolute Trust algorithm 1.

1S. K. Awasthi and Y. N. Singh, “Generalized analysis of Absolute Trust in peer-to-peer Networks”
IEEE Communication Letters, vol. 20, no. 7, pp. 1345-1348, July 2016.
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4.2 Motivation

Reputation systems are being studied [1], [2], [31], [32] to prevent the attacks by

rogue peers. Absolute Trust models one such system. This model characterizes the

past behavior of peers in the network, and can be implemented as a truly distributed

system. In this model, peers evaluate each other locally, and the local trust for each

other is aggregated in the whole network. The aggregated trust is called global trust,

and is evaluated recursively.

In recursive solution of any equation, error in each iteration must reduce and for

large number of iteration it should tend to zero. This will guarantee the uniqueness of

the solution. It was shown in previous chapter that if the error in global trust is less

compared to the actual solution, then it will converge to zero. But analysis for large

error was not presented. In this chapter, we will show that in any step, if error is very

large compared to the actual solution then it will converge much faster in that step.

4.3 P2P Model and Absolute Trust

Let there be N peers in a peer to peer network. In this network, peer i can be

evaluated by peer j based on service provided by peer i in the past. Evaluated value

Tji can be represented by a number from one to ten. One is for worst service and ten is

for best service. If there is no interaction between peers, Tji will be zero. Tji is called

the local trust of peer i, evaluated by peer j. All local trust values evaluated by various

nodes can be aggregated in the whole network. Aggregated global trust of peer i can
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be given by (see previous chapter)

ti =

[(∑
j∈Si Tjitj∑
j∈Si tj

)p

.

(∑
j∈Si t

2
j∑

j∈Si tj

)q] 1
(p+q)

. (4.1)

Here, Si is the set of peers evaluating the service of peer i, tj is global trust of peer j,

and p, q are suitably chosen constants. Equation (4.1) can be rearranged as follows:

ti =

[(
eiT

trt

eiCt

)p(
eiC.diag(t).t

eiCt

)q] 1
p+q

=

[(
eiT

trt

eiCt

) 1
1+α
(

eiC.diag(t).t

eiCt

) α
1+α

]

Here, t is global trust vector. Its ith entry is a global trust of peer i. diag(t) is a

diagonal matrix with its ii entry as ti. T is trust matrix with its element Tij as a local

trust of peer j, evaluated by peer i. Ttr is transpose of matrix T. C is incidence matrix

corresponding to matrix Ttr, i.e. Cij = 1 if Tji > 0 otherwise Cij = 0. ei is the row

vector with its ith entry as ’1’ and all the other entries as zero. Here, α = q/p.

4.4 Analysis of Convergence of Absolute Trust

4.4.1 Center Point of the Matrix

Definition 4.4.1. Center point of non-negative matrix Ttr can be defined as the column

vector t. Where, its ith element ti will be (eiT
trt/eiCt).

Definition 4.4.2. A non-negative matrix M is said to be mutually exclusive with a

non-negative matrix N, if Mij > 0 then Nij = 0. It also implies that when Nij > 0

then Mij = 0.
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Lemma 4.4.1. Center point of any non-negative, irreducible matrix Ttr is unique and

can be calculated by an iterative function

tk = φ1(t
k−1) = [diag(d1, d2, ..., dN)]−1.Ttr.tk−1,

where di = eiCt.

Proof . ith element of iterative function φ1(t
k−1) is

tki =
(eiT

tr.tk−1)

(eiC.tk−1)
(4.2)

Let tki and tk−1i are, far from actual solution ti by δtki and δtk−1i respectively, then

ti + δtki =

[(
eiT

tr.(t + δtk−1)
)(

eiC.(t + δtk−1)
) ]

=

[
(eiT

tr.t)

(eiC.t)

][
(1 + ei.T

tr.δtk−1

ei.Ttr.t
)

(1 + ei.C.δtk−1

ei.C.t
)

]
.

From definition 4.4.1, (eiT
trt/eiCt) is ith element of center point of matrix Ttr. So we

can write,

ti + δtki = ti.

[
(1 + ei.T

tr.δtk−1

ei.Ttr.t
)

(1 + ei.C.δtk−1

ei.C.t
)

]

δtki = ti.

[
(1 + ei.T

tr.δtk−1

ei.Ttr.t
)

(1 + ei.C.δtk−1

ei.C.t
)
− 1

]

δtki =
ti

(1 + ei.C.δtk−1

ei.C.t
)
.

[
ei.T

tr.δtk−1

ei.Ttr.t
− ei.C.δt

k−1

ei.C.t

]
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=
1

(1 + ei.C.δtk−1

ei.C.t
)
.

[
tiei.T

tr

ei.Ttr.t
− tiei.C.

ei.C.t

]
.δtk−1

=
1

(1 + ei.C.δtk−1

ei.C.t
)
.

[
Ai −Bi

]
.δtk−1

= fi(δt
k−1).

[
Ai −Bi

]
.δtk−1

where Ai and Bi are ith row of N×N matrices A and B respectively. It can be observed

easily that

A.t = t

and

B.t = t.

Matrices A,B have non zero elements at the same positions as in matrix Ttr, hence

A,B are also irreducible. Therefore spectral radius of A,B will be ’1’(see[61]).

Now

fi(δt
k−1) =

1

(1 + ei.C.δtk−1

ei.C.t
)

If δtk−1 << t then fi(δt
k−1) ≈ 1

Hence,

δtk =
[
A−B

]
.δtk−1
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limk→∞δt
k = limk→∞[A−B]kδt0 = 0

(see Theorem 3.4.1 in previous chapter) here δt0 is the initial error in t.

Now, for the case when δtk−1 > t then fi(δt
k−1) < 1, hence in each step, δtki will

decrease more rapidly. If δtk−1 ≈ t then fi(δt
k−1) ≈ 1/2, in this case, each δtki will be

reduced to more then half of its value in previous step.

Hence we can conclude that center point of any non negative, irreducible matrix can

be calculated by the above iterative function. Error in each step will depend upon the

error in previous step. In any step, error will reduce very fast, if current value of t is

far from actual solution and after large iterations, the error, δtk, will become zero.

Lemma 4.4.2. If vector t is the center point of matrix C.diag(t), then center point

will lie on the vector e. It can be calculated by iterative function

tk = φ2(t
k−1) = [diag(d1, d2, ..., dN)]−1.C.diag(tk−1).tk−1

where e is a vector with each element as ’1’ and di = eiCtk−1.

Proof . The iterative function can be written as

tk = M(k− 1).tk−1

= M(k− 1).M(k− 2)....M(0).t0

where ith row of matrix M(k) is
(eiC.diag(tk)

eiC.tk

)
. We can easily prove that for matrix

M(k), sum of its each row is one. Hence it has ’1’ as an eigen value. The corresponding

eigen vector will be e. For positive initial guess of t0, all matrices M(k) will be non-

negative and irreducible. So we can conclude that spectral radius of all M(k) is ’1’.

Hence (see Lemma 3.4.2 in previous chapter)

limk→∞tk = limk→∞M(k− 1).M(k− 2)....M(0).t0 = e
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limk→∞tk = limk→∞φ2(t
k−1) = e

4.4.2 Properties of Center Point

Property 4.4.1. If center point of matrix M is t then center point of matrix kM will

be kt. Where k is any arbitrary scalar.

Proof . Let ti is ith element of t then

ti =
ei.M.t

ei.C.t

or

kti =
ei.kM.t

ei.C.t

or

(kti) =
ei.(kM).(kt)

ei.C.(kt)

hence kt is center point of matrix kM

Property 4.4.2. If all entries of the N×N matrix M are positive (Mij > 0, ∀i, j )

then center point, t, will lie on the principle eigen vector of matrix.

Proof . If all the entries of the matrix M are positive then

ei.C.t =
N∑
j=1

tj = λ ∀i

Here λ will be a constant. Further,

ti =
ei.M.t

ei.C.t
=

ei.M.t

λ
.
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Hence Mt = λt. Hence λ will be spectral radius and t will be principle eigen vector of

matrix M (see[61])

Property 4.4.3. If center point of m non-negative, irreducible and mutually exclu-

sive matrices M1,M2....Mm are same, then the center point of their sum will also be

the same.

Proof . Let the incidence matrix corresponding to matrices M1,M2, ...,Mm are C1,C2, ...,Cm

respectively. Now if M = M1 + M2 + ...+ Mm then incidence matrix corresponding

to matrix M will be C = C1 + C2 + ...+ Cm because matrices M1,M2, ...,Mm are

mutually exclusive. Let ith element of center point of matrices M1,M2, ...,Mm be ti

then

ti =
ei.Mj.t

ei.Cj.t
∀j

or

tiei.Cj.t = ei.Mj.t

taking summation on both side w.r.t. j

m∑
j=1

tiei.Cj.t =
m∑
j=1

ei.Mj.t

tiei.
( m∑
j=1

Cj

)
.t = ei.

( m∑
j=1

Mj

)
.t

tiei.C.t = ei.M.t



4.4 Analysis of Convergence of Absolute Trust 73

or

ti =
ei.M.t

ei.C.t

hence t is also the center point of matrix M.

4.4.3 Convergence of Absolute Trust for Large Error in Initial
Guess

It was stated in previous chapter that global trust in (4.1) can be calculated by

iterative function

tk = φ(tk−1) = [diag(d1, d2, ..., dN)Ttr.tk−1]
1

1+α

where di =

[(
eiC.diag(t

k−1).tk−1
)α(

eiCtk−1
)(1+α) ]

. Proof was derived only for the small error that is,

if initial guess of t is very close to the actual solution. However global trust can be

calculated for any positive initial guess. In this subsection, we will show that it will

converge faster in any step if error is large compared to t.

Let tki and tk−1i are, far from actual solution ti by δtki and δtk−1i respectively, then

ti + δtki =

[(
eiT

tr.(t + δtk−1)
)(

eiC(t + δtk−1)
) ] 1

1+α
[(

eiC.diag(t + δtk−1).(t + δtk−1)
)(

eiC(t + δtk−1)
) ] α

1+α

If error δtk−1 > t then we can approximate t + δtk−1 ≈ δtk−1 hence

δtki =

[(
eiT

tr.δtk−1
)(

eiC.δtk−1
) ] 1

1+α

.

[(
eiC.diag(δtk−1).δtk−1

)(
eiC.δtk−1

) ] α
1+α

Using Young’s Inequality [66], i.e.

c.d ≤ 1

1 + α
c1+α +

α

1 + α
d(1+α)/α;
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and taking

c =

[(
eiT

tr.δtk−1
)(

eiC.δtk−1
) ] 1

1+α

and

d =

[(
eiC.diag(δtk−1).δtk−1

)(
eiC.δtk−1

) ] α
1+α

,

We can write

δtki ≤
1

1 + α

[(
eiT

tr.δtk−1
)(

eiC.δtk−1
) ] +

α

1 + α

[(
eiC.diag(δtk−1).δtk−1

)(
eiC.δtk−1

) ]
.

δtk ≤ 1

1 + α
φ1(δt

k−1) +
α

1 + α
φ2(δt

k−1).

Here φ1(.) and φ2(.) are as defined in Lemma 4.4.1 and in Lemma 4.4.2 respectively.

δtk ≤ 1

1 + α
M
′

1.δt
k−1 +

α

1 + α
M
′

2.δt
k−1 (4.3)

It is convex combination of iterative function φ1 and φ2. ith row of matrix M
′
2

is

[(
eiC.diag(δt

k−1)
)(

eiC.δtk−1
) ]

and sum of each row is one. Hence ∞−norm of matrix M
′
2 is

|M′
2|∞ = 1 using the property of norm [54]

|M′

2.δt
k−1|∞ ≤ |M

′

2|∞.|δtk−1|∞ = |δtk−1|∞ (4.4)

Function φ1 is converging function toward center point. It is shown in Lemma 4.4.1

that in any step, if tk is very far from the center point then it will tend towards the

center point very rapidly. Hence for δtk−1 > t

φ1(δt
k−1) < δtk−1



4.5 Numerical Results 75

or

|M′

1.δt
k−1|∞ < |δtk−1|∞ (4.5)

Now taking ∞-norm on both side of (4.3)

|δtk|∞ ≤ |
1

1 + α
M
′

1.δt
k−1 +

α

1 + α
M
′

2.δt
k−1|∞

≤ 1

1 + α
|M′

1.δt
k−1|∞ +

α

1 + α
|M′

2.δt
k−1|∞

Using (4.4) and (4.5),

|δtk|∞ <
1

1 + α
|δtk−1|∞ +

α

1 + α
|δtk−1|∞ = |δtk−1|∞

Hence

|δtk|∞ < |δtk−1|∞

Therefore error in every step will decrease. In any step, it will decrease faster if tk

is very far from actual solution. Speed of convergence depends upon α. For lower α,

impact of φ2 will be lower and φ1 will dominate the speed of convergence. Hence for

smaller α speed of convergence will be high.

4.5 Numerical Results

In order to verify what has been discussed in the earlier sections, we have taken the

values of a trust matrix T as 
0 5 6 6
8 0 5 5
5 6 0 2
0 4 0 0

 .
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The values of center points and the global trusts in each iteration, are calculated and

shown in Table 4.1, 4.2, 4.3, 4.4 and 4.5.

4.5.1 Convergence of the Center Point

The convergence of center point of matrix Ttr is shown in Table 4.1 and 4.2. In

Table 4.1, initial guess t0 =[1 2 3 4]tr. It is close to the center point, and in Table 4.2,

initial guess t0 =[100 300 200 100]tr, which is significantly far from center point. But

we can see in both the cases that convergence happen in seven iterations . In the latter

case, error is very large in 0th step and becomes less then t within one step.

4.5.2 Convergence of the Global Trust

Impact of initial guess and parameter α on the convergence of global trust is shown

in Table 4.3, 4.4 and 4.5. In Table 4.3 and 4.4 α is taken as 1/3 but initial guess is

different. Again we can see that for large initial guess of global trust, it takes only one

more iteration to converge to final value. It converge very fast when error (δt) is very

large compare to global trust (t)

In Table 4.3 and 4.5 initial guess is taken same but α is different and we can see that

for α = 1/6 it converges only in eight iterations.

4.6 Conclusion

In this chapter, we analyzed the convergence of global trust given by (4.1). We have

shown that in recursive calculation of global trust, error will decrease even if initial

guess is very far off from the actual solution. In any step, convergence is faster if error
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TABLE 4.1: Center point in each iteration, when initial guess is close to center point

i 1 2 3 4
t0 1.0000 2.0000 3.0000 4.0000
t1 6.2000 4.8750 5.3333 3.6667
t2 6.4327 5.1096 5.5598 4.4027
t3 6.4367 5.0706 5.5573 4.4008
t4 6.4313 5.0705 5.5594 4.4002
t5 6.4310 5.0707 5.5592 4.3994
t6 6.4311 5.0708 5.5591 4.3994
t7 6.4311 5.0708 5.5591 4.3994

TABLE 4.2: Center point in each iteration, when initial guess is very far from center
point

i 1 2 3 4
t0 100.0000 300.0000 200.0000 100.0000
t1 6.8000 5.2500 5.2500 4.1667
t2 6.5000 5.0668 5.5643 4.4827
t3 6.4298 5.0654 5.5620 4.4050
t4 6.4299 5.0706 5.5593 4.3987
t5 6.4310 5.0708 5.5591 4.3993
t6 6.4311 5.0708 5.5591 4.3994
t7 6.4311 5.0708 5.5591 4.3994

TABLE 4.3: Global trust in each iteration, when initial guess is close to global trust
(α = 1/3)

i 1 2 3 4
t0 1.0000 2.0000 3.0000 4.0000
t1 4.9893 4.4051 3.9876 3.2749
t2 5.8801 4.8299 5.3148 4.4838
t3 6.0621 5.1110 5.5131 4.6039
t4 6.1418 5.1543 5.5636 4.6490
t5 6.1550 5.1683 5.5802 4.6631
t6 6.1593 5.1717 5.5834 4.6657
t7 6.1603 5.1725 5.5844 4.6665
t8 6.1605 5.1727 5.5846 4.6667
t9 6.1606 5.1728 5.5847 4.6667
t10 6.1606 5.1728 5.5847 4.6667
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TABLE 4.4: Global trust in each iteration, when initial guess is very far from global
trust (α = 1/3)

i 1 2 3 4
t0 100.0000 300.0000 200.0000 100.0000
t1 16.9093 12.1379 13.7913 11.3982
t2 7.6469 6.5685 7.1369 5.9630
t3 6.5419 5.4824 5.9029 4.9291
t4 6.2499 5.2477 5.6685 4.7377
t5 6.1829 5.1918 5.6048 4.6834
t6 6.1662 5.1775 5.5897 4.6710
t7 6.1620 5.1740 5.5859 4.6678
t8 6.1610 5.1731 5.5850 4.6670
t9 6.1607 5.1729 5.5847 4.6668
t10 6.1606 5.1728 5.5847 4.6667
t11 6.1606 5.1728 5.5847 4.6667

TABLE 4.5: Global trust in each iteration for lesser value of α( α = 1/6)

i 1 2 3 4
t0 1.0000 2.0000 3.0000 4.0000
t1 5.4761 4.6006 4.5168 3.4374
t2 6.1901 5.0137 5.4742 4.5092
t3 6.2506 5.1176 5.5682 4.5424
t4 6.2693 5.1288 5.5767 4.5486
t5 6.2714 5.1304 5.5790 4.5510
t6 6.2716 5.1307 5.5793 4.5511
t7 6.2717 5.1307 5.5793 4.5512
t8 6.2717 5.1307 5.5793 4.5512
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is larger. We have shown that speed of convergence depends upon the value of α. For

smaller α it will converge faster.



Chapter 5

Biased Contribution Index: A
Distributed Mechanism to Ensure
Fairness in P2P Networks

5.1 Introduction

Unfairness, a large difference between uploads and downloads at any peer, is a fun-

damental problem in peer-to-peer (P2P) networks. Motivation for resource sharing in

peers can be achieved by a proper incentive mechanism. In this chapter, we are propos-

ing a mechanism to rank the peers based on their resource contributions. Contributions

of peers are biased in such a way that the amount of uploads and downloads at each

peer get balanced naturally. Faster convergence of this mechanism makes it simple

and light-weight to implement in a distributed system. The results indicate that the

proposed algorithm does achieve the objective of fairness in the network.
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5.2 Motivation

The diversity of data is a primary feature of P2P networks. But its availability

depends on the choice of peers if they want to share it. Mostly, peers would like to

get more resources while trying to share less. But in such a scenario, no one will get

the resources. The peers are motivated to share the resources if they are also getting

it from the network. Ideally, in a P2P network, each peer should get the same amount

what it is sharing, in long-term average. This is a fair situation and a mechanism to

ensure it is needed.

In literature, many mechanisms have been studied for aforementioned purpose [5], [6],

[7], [8], [9], [10]. Among these, global approaches [6], [7], [8] are expected to perform

better compared to localized approaches [5], [9], [10]. Because in global approaches,

shared history of peers in the entire network is taken into consideration, which gives a

wider view of a peers’ cooperative behavior. But global approaches require large storage

and bandwidth which makes its implementation complex. Therefore, the light-weight

algorithm is required to make it simple.

In this chapter, we are proposing a simple, light-weight global approach called biased

contribution index (BCI). It is expected to fulfill the desired objective. Rest of the

chapter is organized as follows: Section 5.3 presents the network model and introduction

of biased contribution index. Solution of biased contribution index is given in Section

5.4. Analysis of proposed algorithm is given in Section 5.5. Section 5.6 shows the

numerical results, and in Section 5.7, conclusion is presented.
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Fig. 5.1: Incentive factor xi as a function of bias ratio Ri

5.3 Network Model and Biased Contribution Index

In a P2P network, peers share their resources with each other and their contribution

is evaluated globally, i.e., based on resources shared with all other peers. A simple

metric, which can best reflect the contribution of peers in the network, could be the

ratio of its total upload to the network to the total download from it. But, to balance

the upload and download amount in each peer, we need to motivate the peers to upload

more to the peers who contribute more and to download more from the peers who

contribute less. This can be done by biasing this ratio by some incentive factor. Let

this incentive factor be, xi, for peer i. We define, the biased upload to download ratio

for this peer i as

Ri =
ei.S.x

ei.Str.x
. (5.1)

Here, x is a column vector containing incentive factors. We assume N peers in the

network. S is the N×N share matrix; its ijth element represents the amount of resource

shared by peer i to peer j. Str is transpose of matrix S. Here, ei is the row vector with
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its ith entry as ’1’ and all other entries as zero. In order to give higher incentive to the

peers who are contributing more, let us define the incentive factor, xi, of peer i as a

monotonically increasing function of biased ratio Ri, i.e.,

xi =
Ri

1 +Ri

=
ei.S.x

ei.S.x + ei.Str.x
. (5.2)

We call this incentive factor as the biased contribution index (BCI), as it is calculated

using biased ratio.

Now to start the process of sharing, we need to give some initial value of BCI to all

the peers. Let us define a parameter α ∈ (0, 1) to decide the initial value of BCI. Later

we will see that the parameter α decides the speed of convergence. The BCI is modified

to include this parameter α, as given below.

xi =

{
α ei.S.x

ei.S.x+ei.Str.x
+ (1− α), if ei.S.x + ei.S

tr.x 6= 0.

(1− α/2), otherwise.
(5.3)

Here, (1 − α/2) is the initial value of BCI, when neither upload nor download has

happened at the node.

Peers are allowed to take the resources from the network only if their BCI is above

a certain threshold value. Therefore, every peer will try to increase its BCI, so that it

can get the required amount of resources whenever needed.

It can be observed easily from (5.3) that a peer’s BCI will be higher if

1). Its contribution, Sij, is higher,

2). It shares more of its resources with higher contributing peers (higher xj), and

3). It takes more of the services from lower contributing peers (lower xj).

Therefore, intuitively, we can say that this metric can assure fairness in the whole

network. A mathematical justification for this is given in next section.
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In (5.3), BCI of any peer is expressed in the terms of BCI of other peers. In the

network of N nodes, there will be N unknown BCIs and N nonlinear equations. It will

be difficult to say anything about the solution of these equations. In the next section,

we will show that these equations can be solved by a suitable iterative function.

5.4 Solution of BCI and Justification For Fairness

5.4.1 Solution of BCI

If ei.S.x + ei.S
tr.x 6= 0, (5.3) can be written as

xi =
ei.[S + (1− α)Str].x

ei.[S + Str].x
=

ei.S
′
.x

ei.S
′′ .x

(5.4)

Here, S
′
= S+(1−α)Str and S

′′
= S + Str. Since i = 1, 2, ..., N , this set of N equations

can be written in matrix form as

x = diag[d1, d2, ..., dN ].S
′
.x

Here, diag[...] is diagonal matrix with its iith element, di, as 1/(ei.S
′′
.x). In order to

solve the above equations, we propose the following Lemmas.

Lemma 5.4.1. The BCI vector x ∈ [(1− α), 1]N

Proof . When any peer i only takes the resources from the network and does not con-

tribute any thing, then ei.S.x = 0 and ei.S
tr.x 6= 0. In this case, BCI, xi, of peer i will

be minimum and is given by, α.0 + (1− α) = (1− α).

When the peer i only contributes the resources to the network without taking any

thing, then ei.S.x 6= 0 and ei.S
tr.x = 0. In this case, BCI, xi, of peer i will be maximum

and is given by, α.1 + (1− α) = 1.
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In all other cases, it will be in between these values. Hence x ∈ [(1− α), 1]N .

Lemma 5.4.2. Let (S + Str) be N×N non negative, irreducible matrix, then the BCI

vector x, in the above expression can be calculated by an iterative function

xk = φ(xk−1),

where ith element of iterative function φ(xk−1) is [ei.S
′
.xk−1/(ei.S

′′
.xk−1].

Proof . The ith element of iterative function φ(xk−1) is

xki =
ei.S

′
.xk−1

ei.S
′′ .xk−1 .

Let xki and xk−1i are, far from actual solution xi by δxki and δxk−1i respectively, then

xi + δxki =
ei.S

′
.(x + δxk−1)

ei.S
′′ .(x + δxk−1)

=
ei.S

′
.x

ei.S
′′ .x

[
1 + ei.S

′
.δxk−1

ei.S
′ .x

1 + ei.S
′′ .δxk−1

ei.S
′′ .x

]
.

Using (5.4),

xi + δxki = xi

[
1 + ei.S

′
.δxk−1

ei.S
′ .x

1 + ei.S
′′ .δxk−1

ei.S
′′ .x

]

or

δxki = xi

[
1 + ei.S

′
.δxk−1

ei.S
′ .x

1 + ei.S
′′ .δxk−1

ei.S
′′ .x

− 1

]

=
1(

1 + ei.S
′′ .δxk−1

ei.S
′′ .x

)[(xiei.S
′

ei.S
′ .x

)
−
(
xiei.S

′′

ei.S
′′ .x

)]
.δxk−1

= fi(δx
k−1).[Ai −Bi].δx

k−1,

where fi(δx
k−1) is 1/

(
1 + ei.S

′′
.δxk−1

ei.S
′′ .x

)
. Here, Ai and Bi are ith row of N×N matrices

A and B respectively. It can be observed about matrices A and B that, A.x = x and

B.x = x.
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The matrices A and B are derived from irreducible matrices S
′

and S
′′

respectively,

hence matrices A and B will also be irreducible. Elements of vector x are positive

(see Lemma 5.4.1), so for non negative matrix S, matrices A and B will also be non

negative. Therefore, spectral radius of matrices A and B will be ’1’ and corresponding

eigenvector will be x (see [61]).

If δxk−1 << x, then fi(δx
k−1) ≈ 1. Hence,

δxk = [A−B].δxk−1 = [A−B]k.δx0

limk→∞δx
k = limk→∞[A−B]k.δx0 = 0

(see Theorem 3.4.1 in Chapter 3 ), and if δxk−1 > x, then fi(δx
k−1) < 1. Hence in this

case, δxk−1i will decrease more rapidly till δxk−1 << x.

Hence, by the aforementioned iterative function, we will finally converge to x.

To understand the calculation of BCI through example, consider the share matrix,

S


0 100 50 20
20 0 30 40
10 40 0 50
50 10 60 0

 .

The number of iterations required to converge the BCI were estimated for two dif-

ferent values of α. For α = 0.8, BCI in each step is shown in Table 5.1. We can see

that it converges in seven iterations. For α = 0.4 (see Table 5.2), it converges only

in five iterations. Thus, the impact of α is clearly evident. Smaller the α, faster the

convergence of the estimate.
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TABLE 5.1: BCI for α = 0.8 in each iteration

i 1 2 3 4

x0 0.6000 0.6000 0.6000 0.6000
x1 0.7440 0.5000 0.5333 0.6174
x2 0.7266 0.4823 0.5161 0.6373
x3 0.7202 0.4861 0.5170 0.6379
x4 0.7207 0.4870 0.5177 0.6371
x5 0.7210 0.4869 0.5177 0.6370
x6 0.7210 0.4868 0.5177 0.6370
x7 0.7210 0.4868 0.5177 0.6370

TABLE 5.2: BCI for α = 0.4 in each iteration

i 1 2 3 4

x0 0.8000 0.8000 0.8000 0.8000
x1 0.8720 0.7500 0.7667 0.8087
x2 0.8690 0.7465 0.7634 0.8124
x3 0.8685 0.7468 0.7634 0.8124
x4 0.8686 0.7468 0.7635 0.8124
x5 0.8686 0.7468 0.7635 0.8124

Justification of faster convergence of BCI for smaller values of α, can be given from

the proof of Lemma 5.4.2. Speed of convergence depends upon the matrix (A−B).

Lesser the difference between elements of matrices A and B higher will be the speed

of convergence. Matrices A and B are derived from matrices S
′

and S
′′
, therefore, the

same thing is true for matrices S
′

and S
′′
. For α = 0, S

′
= S

′′
hence it converges

in single step. As α increases difference between matrices S
′

and S
′′

increases and

thus, the difference between matrices A and B also increases, as a result, the speed of

convergence increases.
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TABLE 5.3: Number of iterations, required to converge the BCI and GC [8] for different
values of α and β.

Number of iteration re-
quired in GC[8]

Number of iteration
required in BCI

β = 0.8, Iterations = 9
α = 0.9 β = 0.5, Iterations = 10 Iterations = 8

β = 0.2, Iterations = 10
β = 0.8, Iterations = 10

α = 0.8 β = 0.5, Iterations = 8 Iterations = 7
β = 0.2, Iterations = 11
β = 0.8, Iterations = 9

α = 0.7 β = 0.5, Iterations = 8 Iterations = 7
β = 0.2, Iterations = 9
β = 0.8, Iterations = 8

α = 0.6 β = 0.5, Iterations = 7 Iterations = 6
β = 0.2, Iterations = 8
β = 0.8, Iterations = 7

α = 0.5 β = 0.5, Iterations = 6 Iterations = 5
β = 0.2, Iterations = 8
β = 0.8, Iterations = 7

α = 0.4 β = 0.5, Iterations = 6 Iterations = 5
β = 0.2, Iterations = 7
β = 0.8, Iterations = 6

α = 0.3 β = 0.5, Iterations = 5 Iterations = 4
β = 0.2, Iterations = 6
β = 0.8, Iterations = 5

α = 0.2 β = 0.5, Iterations = 5 Iterations = 3
β = 0.2, Iterations = 6
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5.4.2 Comparison of BCI With Global Contribution Approach

Similar research was done in [8], where GC is expressed as first order polynomials of

other GC. A Coefficient matrix of these linear equations is made diagonally dominant,

as a result, it can be solved by iterative methods such as the Jacobi, Gauss-Seidel

methods.

We compared the number of iterations required for convergence of the BCI with that

of global contribution [8]. For fair comparison, we considered the same share matrix, S,

given above, for both BCI and GC [8]. In latter case, we have taken the different values

of α and β as defined in [8]. Results are shown in Table 5.3. We can observe that the

number of iterations required for convergence of BCI is always lesser than that of the

GC [8].

5.4.3 Justification For Fairness

Lemma 5.4.3. If BCI of all the peers is same, then the amount of resources contributed

will be same as what is taken from the network for each peer.

Proof . Let e be column vector with each element as ’1’ and a be a scalar, then the

BCI vector, x, can be written as ae. Now, if ei.S.x + ei.S
tr.x 6= 0, the (5.3) can be

rearranged as

xi(ei.S.x + ei.S
tr.x) = ei.S.x + (1− α)ei.S

tr.x ∀i.

The above relation can be written in the form of a matrix as follows.

diag(x).(S + Str).x = S.x + (1− α)Str.x.
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Here diag(x) is N×N diagonal matrix with its iith element as xi. Now if x = ae, then

aI.(S + Str).ae = aS.e + (1− α)aStr.e,

⇒ a2(S + Str).e = a(S.e + (1− α)Str.e).

Pre-multiplying by etr on both sides,

a2etr.(S + Str).e = a(etr.S.e + (1− α)etr.Str.e),

⇒ a2(etr.S.e + etr.Str.e) = a(etr.S.e + (1− α)etr.Str.e).

For any matrix S, etr.S.e will be the sum of all of its elements. Hence, etr.S.e =

etr.Str.e = T , and above expression can be written as

a2(T + T ) = a(T + (1− α)T ).

Since a ∈ [(1− α), 1] and T 6= 0, hence a = (1− α/2). Now, substitute x = (1− α/2)e

in (5.3)

(1− α/2) = α
(1− α/2)ei.S.e

(1− α/2)(ei.S.e + ei.Str.e)
+ (1− α)

⇒ α/2 = α
ei.S.e

(ei.S.e + ei.Str.e)
.

Since α 6= 0, hence, ei.S.e = ei.S
tr.e for each peer i.

Lemma 5.4.4. If resources contributed and resources taken from the network in each

peer are same, then the BCI of all peers will be same.

Proof . If ei.S.e = ei.S
tr.e for each peer i. Then, S.e = Str.e ⇒ etr.Str = etr.S. Now,

again if ei.S.x + ei.S
tr.x 6= 0, then

diag(x).(S + Str).x = S.x + (1− α)Str.x.
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Pre-multiplying by etr on both sides,

etr.diag(x).(S + Str).x = etr.S.x + (1− α)etr.Str.x

⇒ xtr.(S + Str).x = etr.S.x− (α/2)etr.Str.x + (1− α/2)etr.Str.x

⇒ xtr.(S + Str).x = etr.S.x− (α/2)etr.S.x + (1− α/2)etr.Str.x

⇒ xtr.(S + Str).x = (1− α/2)etr.S.x + (1− α/2)etr.Str.x

⇒ xtr.(S + Str).x = (1− α/2)etr.(S + Str).x

⇒ [xtr − (1− α/2)etr].(S + Str).x = 0

One can observe that (S + Str) is non negative matrix and x > 0, thus (S + Str).x 6= 0.

Hence, x = (1− α/2)e.

To understand the fair situation in network, consider another share matrix, S, as

follows 
0 20 30 0
40 0 30 0
0 20 0 80
10 30 40 0

 .

We can see in this example that sum of total upload and download for all the peers is

different, i.e., 100 for peer 1, 140 for peer 2, 200 for peer 3 and 160 for peer 4. But total

upload at each peer is same as total download, as a result, BCI of each peer is same.

For α = 0.8, it is 0.6 for each peer.

5.5 Analysis of BCI

5.5.1 Solution Of Free-riding

To start the process of sharing, initially, each peer is allowed to take some resources

from the network. Therefore, initial BCI of (1 − α/2) for each peer is justified. But
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as soon as BCI is updated, free-rider’s BCI will reach at minimum level. As for any

free-rider i, ei.S.x = 0, hence from (5.3), xi = (1− α). This will disqualify them from

taking any resources from the network in the future, until they acquire sufficient BCI.

5.5.2 Implementation In Distributed System and Time Com-
plexity

Distributed estimation of BCI can be implemented following the same approach as in

[1], [8], [67]. Maintaining the record of uploads, downloads and calculation of BCI of a

peer, can be assigned to any other peer, named index manager. The index manager can

be located using distributed hash table (DHT) such as, Chord [19], CAN [20], Pastry

[21] or Tapestry [22]. Whenever any peer needs the BCI of other peers, it can send

the query to the respective index manager. For more secure and accurate estimation of

BCI, more than one index managers can be configured. If there is any conflict about

the BCI of a peer, it can be settled by majority vote of index managers. In this way

we can also avoid the collusion among peers.

Each index manager can update the BCI as explained in algorithm 5.1. For calcu-

lation of BCI of any peer, index manager needs to know the resource contribution and

consumption by that peer and the BCI of peers with whom it has transacted. The

calculation is iterated and it converges in fewer iterations. If the number of iterations

required to converge the algorithm are less, then the required number of update mes-

sages per unit time will also be less. Therefore, the algorithm can be implemented with

lesser overhead.

Our simulation result shows that the number of iterations required to converge the

BCI remain same irrespective of the order of the matrix. Therefore, we can say that
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the time complexity of the algorithm is O(N) per peer.

Algorithm 5.1 For Updating the BCI of Peers

1: Input: Amount of upload and download of peers
2: Output: BCI with index managers
3: procedure
4: for each peer i do
5: forall peer j, who is selected as source peer do
6: Download the resource
7: Send the value of resource to the index manager of peer j;
8: end forall
9: forall peer j, who selected peer i as source peer do

10: Upload the resource
11: Send the value of resource to the index manager of peer j;
12: end forall
13: if Peer i is index manager of peer k then
14: forall peer j, who transacted with peer k do
15: Receive the value of resource uploaded Skj;
16: Receive the value of resource downloaded Sjk;
17: Locate jth peer’s index manager;
18: end forall
19: \\ Initialization of parameters
20: Set α, previous xk, threshold, x(0) = (α/(1− α))e, error;
21: while error ≥ threshold do
22: Receive the current BCI xj from their index manager peer;
23: Compute

24: xk ← α
(

ek.S.x
ek.S.x+ek.Str.x

)
+ (1− α)

25: error ← |xk − previous xk|
26: previous xk ← xk
27: end while
28: end if
29: end for
30: end procedure
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(a) GC, α = 0.8, β = 0.2, Free-riders =
30%
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(b) BCI, α = 0.8, Free-riders = 30%
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(c) BCI, α = 0.4, Free-riders = 30%
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(d) GC, α = 0.8, β = 0.2, Free-riders =
50%
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(e) BCI, α = 0.8, Free-riders = 50%
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(f) BCI, α = 0.4, Free-riders = 50%
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(g) GC, α = 0.8, β = 0.2, Free-riders =
70%
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(h) BCI, α = 0.8, Free-riders = 70%

Fig. 5.2: Upload and Download Amount at Each Peer for Simple Model.
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(i) BCI, α = 0.4, Free-riders = 70%

Fig. 5.2: Upload and Download Amount at Each Peer for Simple Model.

5.6 Simulation Results

We simulated a large network with 1000 peers in NetLogo 5.2, [64], for three different

peer distribution models, i.e., Simple Model, Adaptive Model and Extreme Model.

In Simple Model, a certain percentage of peers are considered to be free-riders and

they do not share anything at any point of time in the simulation and rest behave as

normal peers. The free-riders are taken as 30%, 50% and 70% in simulation.

In Adaptive Model, there are few adaptive free-riding peers. Half of these free-riding

peers do not share anything during the whole simulation. Remaining half behave as

normal peers till midway of simulation, and thereafter convert themselves to free-riders.

In simulation, these free-riders are taken as 40% and 60%.

In Extreme Model, at the beginning of simulation, 10% peers are free-riders. After

completion of every 12.5% of total transactions, 10% more peers convert to free-riders.

Thus, at the end of simulation, there will be 80% free-riders.

The simulation is performed till completion of 100000 transactions. Downloader peer

is selected randomly, and it requests for random value of data between 1 to 255 units.
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(a) GC, α = 0.8, β = 0.2, Free-riders =
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(b) BCI, α = 0.8, Free-riders = 40%
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(c) BCI, α = 0.4, Free-riders = 40%
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(d) GC, α = 0.8, β = 0.2, Free-riders =
60%
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(e) BCI, α = 0.8, Free-riders = 60%
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Fig. 5.3: Upload and Download Amount at Each Peer for Adaptive Model. Half of
the Free Riders do not share anything at all and rest stoped sharing in the middle of
session.
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(a) GC, α = 0.8, β = 0.2, Free-riders =
80%
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(b) BCI, α = 0.8, Free-riders = 80%
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(c) BCI, α = 0.4, Free-riders = 80%

Fig. 5.4: Upload and Download Amount at Each Peer for Extreme Model. At the
beginning of simulation, 10% peers are free-riders. After completion of every 12.5% of
total transactions, 10% more peers convert to free-riders.
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For any query, we expect 10% of the total node population to respond for providing the

resources. Uploader always prefer uploading to high BCI peer and downloader always

prefer to download from a low BCI peer.

We compared the performance of BCI with the best case of GC [8], i.e., α = 0.8, β =

0.2. The upload and download amount at each peer for different mechanisms in Simple

Model, Adaptive Model and Extreme Model are shown in Fig. 5.2, Fig. 5.3 and in Fig.

5.4 respectively. We can see from these figures that each mechanism is able to balance

the upload and download amount at each peer.

To get, the deeper picture of inside, we define a metric, average absolute deviation

(AAD) of upload to download ratio from one as:

AAD = (1/N)
N∑
i=1

|1− ei.S.e/ei.S
tr.e|.

Ideally, total upload at each peer must be same as total download thus, AAD = 0.

Therefore, lesser the AAD, better will be the performance of mechanism. The AAD

corresponding to above figures are shown in Table 5.4. We can see from this table that

the BCI for α = 0.4 performs slightly better in Adaptive Model and in Extreme Model.

5.7 Conclusion

In this chapter, we proposed a new mechanism, the biased contribution index (BCI),

to maintain the balance between total upload and download by a peer in the network.

With the help of mathematical justification and simulation results, we have shown that

the mechanism is able to achieve this objective. We compared our algorithm with

another existing approach [8]. With the help of a numerical example, we have shown
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TABLE 5.4: AAD for Different Mechanisms and Models

S.N. Mechanism Model
Free-
riders

AAD

1 GC, Best Case Simple 30% 0.3059
2 BCI, α = 0.8 Simple 30% 0.3100
3 BCI, α = 0.4 Simple 30% 0.3057
4 GC, Best Case Simple 50% 0.5053
5 BCI, α = 0.8 Simple 50% 0.5085
6 BCI, α = 0.4 Simple 50% 0.5052
7 GC, Best Case Simple 70% 0.7072
8 BCI, α = 0.8 Simple 70% 0.7069
9 BCI, α = 0.4 Simple 70% 0.7072
10 GC, Best Case Adaptive 40% 0.2124
11 BCI, α = 0.8 Adaptive 40% 0.2148
12 BCI, α = 0.4 Adaptive 40% 0.2106
13 GC, Best Case Adaptive 60% 0.3146
14 BCI, α = 0.8 Adaptive 60% 0.3144
15 BCI, α = 0.4 Adaptive 60% 0.3117
16 GC, Best Case Extreme 80% 0.1370
17 BCI, α = 0.8 Extreme 80% 0.1361
18 BCI, α = 0.4 Extreme 80% 0.1320
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that our algorithm converges in lesser number of iterations. It also performs better in

Adaptive Model and in Extreme Model. This approach can also be implemented in a

distributed system and is much simpler than the other existing approaches.



Chapter 6

Simplified Biased Contribution
Index (SBCI) for Fair and Efficient
P2P Network

6.1 Introduction

To balance the load and to discourage the free-riding in peer-to-peer (P2P) networks,

many incentive mechanisms and policies have been proposed in recent years. Global

peer ranking is one such mechanism. In this mechanism, peers are ranked based on

a metric called contribution index. Contribution index is defined in such a manner

that peers are motivated to share the resources in the network. Fairness in the terms

of upload to download ratio in each peer can be achieved by this method. However,

calculation of contribution index is not trivial. It is computed distributively and itera-

tively in the entire network and requires strict clock synchronization among the peers.

A very small error in clock synchronization may lead to wrong results. Furthermore,

iterative calculation requires a lot of message overhead and storage capacity, which

makes its implementation more complex. In this chapter, we are proposing a simple

incentive mechanism based on the contributions of peers, which can balance the upload
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and download amount of resources in each peer. It does not require iterative calcula-

tion, therefore, can be implemented with lesser message overhead and storage capacity

without requiring strict clock synchronization. This approach is efficient as there are

very less rejections among the cooperative peers. It can be implemented in a truly

distributed fashion with O(N) time complexity per peer.

6.2 Motivation

Peer-to-peer (P2P) networks gained a significant popularity in the last decade and

are now responsible for a large fraction of internet traffic [18], [68]. The popularity of

these networks is due to their inherent advantages over traditional client-server model,

e.g., the diversity of available data, scalability, robustness and cost effectiveness. The

initial setup cost for these networks is very small because costly central servers are not

needed. However, lack of central control leads to the problem of unfairness in these

networks, i.e., large difference between upload and download amount at any peer. In

such a situation, many peers free-ride and contribute very less or nothing which results in

slow downloads for other peers [26]. Therefore, designing and implementing an efficient

incentive policy to motivate the peers to share the resources becomes important.

In recent years, many incentive policies have been proposed to maintain the fairness

in P2P networks [5], [6], [7], [8], [10], [69]. In these policies, peers’ cooperative behavior

in the network is evaluated and resources are given to them in proportion to their

cooperation.

In [5], [7], [10], peers’ cooperation is evaluated locally, i.e., peer cooperate with only

those peers who had cooperated with them in the past. To start the process of sharing,
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a small amount of data is given to every peer. In such scenario, free-riders can always

find a new peer to download their desired data. Also, the cooperative peers are not

allowed to download more than this small amount of data from a new peer even though

they have uploaded the large amount of data to some other peers [8].

In [6], [8], [69] peers’ cooperative behavior in the entire network is taken into consid-

eration. For this purpose, in [6], every peer keeps the record of each transaction which

has happened in the entire network. It makes the implementation of algorithm very

complex. In comparison to this, [8], [69] are simpler approaches. In these approaches,

peers are ranked in the entire network. The rank of the peer is determined by the

contribution index. It is estimated using two factors, resources contributed by the peer

in the network and contribution index of peer with whom it is transacting. Estimation

of contribution index is performed by iterative methods and can be implemented in a

distributed fashion. These approaches are able to balance the amount of upload and

download of resources in the network. However, there are some fundamental problems

in its implementation.

First, in each iteration, index managers, i.e., peers who are managing the contri-

bution index of other peers, need the current contribution index of peers from other

peers. If clocks of the peers are not synchronized, then the peers who are reporting the

contribution index of peers may report the contribution index of the previous iteration,

which may lead to the wrong estimates [70].

Second, updating the contribution index in each iteration requires a lot of message

overhead. This is more important when the number of iterations required to converge

the algorithm is large. If new transactions happen in the network, then contribution

index need to be updated. Even one transaction, between any two peers, can affect the
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contribution index of all the peers in the network.

And lastly, index managers need to keep the record of all past transactions of a peer

for whom they are estimating the contribution index. This needs a large amount of

storage capacity. Keeping all these points in view, a simple incentive policy is required,

which can ensure the following:

• It should balance the upload and download amount of resources at each peer.

• There must be minimum rejections among the cooperative peers.

• Cooperation of peers must be considered in the entire network.

• Lower message overhead and storage capacity is desirable.

• It should be robust to peer dynamics.

• It should be implementable in truly distributed system.

In this chapter, we are proposing an incentive policy, which considers peers’ cooperation

in the entire network. We are assigning the contribution index to each peer. It is a

simplified form of the Biased Contribution Index (BCI), which was discussed in previous

chapter. We call it Simplified Biased Contribution Index (SBCI). It also depends on

the cooperation of peers in sharing the resources and in balancing the load in the

network. SBCI is updated at regular time intervals. At any time, SBCI is calculated

using previous SBCI and the cooperation made by the peers during this period, i.e.,

in between previous update to current update. In the estimation of SBCI, no iterative

calculation is required, hence it automatically solves the first and second problems.

Once the peers’ cooperation is modeled in terms of SBCI, it need not store the history

of peers’ transactions, hence, it also solves the last problem. Our simulation results show
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that SBCI can balance the upload and download amount at each peer with minimum

rejections among cooperative peers. Hence it meets all the above design considerations.

Rest of the chapter is organized as follows. The proposed incentive model is intro-

duced in Section 6.3. Section 6.4 covers the analysis of algorithm. The transaction

procedure for maximum efficiency is introduced in Section 6.5. Evaluation of algo-

rithm, through simulation is discussed in Section 6.6. Finally, the chapter is concluded

in Section 6.7.

6.3 Proposed Incentive model

6.3.1 Design Rules to Ensure the Fair and Efficient P2P Net-
work

Let us make some design rules to ensure the design considerations mentioned in

Section 6.2.

1). If any peer only downloads the resources from the network then its SBCI must be

zero.

2). If it only uploads to the network ( at least once to other than free-rider) then its

SBCI must be 1.

3). Uploading to the free-riders should not increase the SBCI.

4). Uploading to any other peer should always increase the SBCI.

5). Download should always decrease the SBCI.

6). Peers must be motivated to upload to high contributing peers.

7). Peers must be motivated to download from low contributing peers.
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6.3.2 Simplified Biased Contribution Index

Let there be N peers in a P2P network. Further, we considered time evolution in

discrete instances. A time instance is represented by tn, and if an event happened in

the time interval, (tn−1, tn], it is considered to happen at tn. At any time, tn, let the

share matrix in the entire network be S(tn). Where its ij element is the amount of

resource shared by peer i to peer j at time tn, i.e., in (tn−1, tn]. The bias ratio, Ri(tn),

for peer i at time tn can be defined in the similar way as defined in previous chapter.

Ri(tn) =
ei.S(tn).x(tn)

ei.Str(tn).x(tn)
(6.1)

Here, x(tn) is the SBCI vector of peers at time tn. Str(tn) is transpose of matrix S(tn)

and ei is a row vector with its ith entry as 1 and all others as zero. Now, let us define

the SBCI, xi(tn), of peer i as a monotonically increasing function of the bias ratio at

time tn−1.

xi(tn) =
Ri(tn−1)

1 +Ri(tn−1)

=
ei.S(tn−1).x(tn−1)

ei.S(tn−1).x(tn−1) + ei.Str(tn−1).x(tn−1)

(6.2)

If any peer i does not upload anything in the network at time tn−1, then ei.S(tn−1).x(tn−1) =

0. But if it download something from the network at this time, then ei.S
tr(tn−1).x(tn−1) 6=

0 only if x(tn−1) 6= 0. Therefore, to make the denominator in (6.2) nonzero for zero up-

loading and nonzero downloading, let us replace ei.S
tr(tn−1).x(tn−1) by αei.S

tr(tn−1).x(tn−1)+

(1 − α)ei.S
tr(tn−1).e. Here, α ∈ (0, 1) is constant and e is a column vector with each

element as 1. Hence, (6.2) will be:

xi(tn) = [ei.S(tn−1).x(tn−1)]/[ei.S(tn−1).x(tn−1)+

αei.S
tr(tn−1).x(tn−1) + (1− α)ei.S

tr(tn−1).e].
(6.3)
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SBCI in the above equation is estimated using the transactions, which are happening

only at time tn−1. If we consider all the past transactions, then SBCI can be modified

as:

xi(tn) = (1− βi(tn−1))xi(tn−1)+

βi(tn−1)[ei.S(tn−1).x(tn−1)]/[ei.S(tn−1).x(tn−1)+

αei.S
tr(tn−1).x(tn−1) + (1− α)ei.S

tr(tn−1).e].

(6.4)

If peer i does not participate in any transaction at time tn−1, then xi(tn) should be

xi(tn−1). Parameter βi(tn−1) can be decided by the fraction of transaction, which are

happening at time, tn−1, at node i, and can be defined as:

βi(tn−1) =

{
0, if Aui = 0.

ei.[S(tn−1)+Str(tn−1)].e
ei.[Scomp(tn−1)+Str

comp(tn−1)].e
, otherwise

(6.5)

Here, Aui = ei.S(tn−1).x(tn−1) + ei.S
tr(tn−1).e. The Scomp(tn−1) is a complete share

matrix with its ij element as the amount of resources shared by peer i to peer j,

till time tn−1. To start the process of sharing, the SBCI vector can be initialized as,

x(0) = α/(1 + α)e, later we will see that this choice of initialization will balance the

upload and download amounts in the network.

6.3.3 Justification For Design Rules

If any peer i, does not upload anything and only download the resources from the

network at time tn−1, then ei.S(tn−1).x(tn−1) = 0 and ei.S
tr(tn−1).e 6= 0, hence, from

(6.4),

xi(tn) = (1− βi(tn−1))xi(tn−1)

Let us assume that the peer did not upload anything in the network till time tn, and

started downloading the resource first time at time tm, then from (6.5), βi(tm) = 1,
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hence

xi(tn) = (1− βi(tn−1))(1− βi(tn−2))...(1− βi(tm))xi(tm) = 0.

Therefore, if any peer i, only downloads from the network then its SBCI will

be zero.

At time tn−1, if any peer i uploads only to the free-riders, i.e., peers who only

download without uploading anything in the network, then ei.S(tn−1).x(tn−1) = 0, if

it does not download anything at this time, tn−1, then ei.S
tr(tn−1).e = 0. Therefore,

Aui = 0, and hence from (6.5), βi(tn−1) = 0, and from (6.4)

xi(tn) = xi(tn−1)

Therefore, uploading to the free-riders will not increase the SBCI.

At time tm−1, if any peer i, only uploads the resources in the network (at least one of

the downloader should be other than free-rider) and does not download anything from

it then, ei.S(tm−1).x(tm−1) 6= 0 and αei.S
tr(tm−1).x(tm−1)+(1−α)ei.S

tr(tm−1).e = 0.

Hence from (6.4),

xi(tm) = (1− βi(tm−1))xi(tm−1) + βi(tm−1)

Let it is first time when the peer i makes any transaction in the network, then from

(6.5), βi(tm−1) = 1. Hence,

xi(tm) = 0.xi(tm−1) + βi(tm−1) = βi(tm−1) = 1

Now, at time tm, if it does not participate in any transaction then

xi(tm+1) = xi(tm) = 1
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if it uploads to only free-riders and does not download anything then again

xi(tm+1) = xi(tm) = 1

if it uploads to at least one of the peer other than free-rider without downloading

anything then,

xi(tm+1) = (1− βi(tm))xi(tm) + βi(tm)

= (1− βi(tm))1 + βi(tm) = 1.

Hence, from mathematical induction, we can say that this is true for any n thus, xi(tn) =

1

Therefore, if any peer i, only uploads to the network (at least once to other

than free-rider) then its SBCI will be 1.

If any peer i, uploads the resources to non-free-rider peer, at time tn−1, then

ei.S(tn−1).x(tn−1) 6= 0.

If it does not download anything at this time then,

αei.S
tr(tn−1).x(tn−1) + (1− α)ei.S

tr(tn−1).e = 0.

Hence, from (6.4),

xi(tn) = (1− βi(tn−1))xi(tn−1) + βi(tn−1)

It is a convex combination of 1 and xi(tn−1) hence,

xi(tn−1) < xi(tn) < 1 ∀βi(tn−1) ∈ (0, 1)

Therefore, uploading to the peer other than free-rider will always increase the

SBCI.
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If any peer i, downloads the resource from the network at time tn−1, then ei.S
tr(tn−1).e 6=

0, hence Au 6= 0, therefore, from (6.5), βi(tn−1) > 0. If it does not upload anything in

the network at this time, then ei.S(tn−1).x(tn−1) = 0, hence from (6.4)

xi(tn) = (1− βi(tn−1))xi(tn−1) + βi(tn−1).0

= (1− βi(tn−1))xi(tn−1)

hence,

xi(tn) < xi(tn−1)

Therefore, download will always decrease the SBCI.

It can be concluded from the above discussion that high contributions will lead to

high SBCI. Now, observing directly the (6.4), if peers will upload the resources to high

SBCI peers then, they will earn more SBCI. Therefore, peers will be motivated to

upload the resources to high contributing peers.

It can also be observed from (6.4) that peers will lose less SBCI, if they will download

from a low SBCI peer. Therefore, peers will be motivated to download from low

contributing peers.

Let us understand the SBCI and its computation through an example. Let there be

five peers A, B, C, D and E in a P2P network as shown in Fig. 6.1. If α = 0.9, then

initial SBCI of all the peers will be α/(1 + α) = 0.4737. At time t = 0, let they share

the resources as shown in figure, i.e., S12(0) = 100, S13(0) = 200, S25(0) = 100, S32(0) =

100, S34(0) = 200, S41(0) = 100, S51(0) = 200, S54(0) = 100 and all others are zero.

Since, it is initial step, hence, for all i, βi(0) = 1. Using (6.4), SBCI vector at time

t = 1, can be calculated as, x(1) = [0.4737, 0.3103, 0.5745, 0.2308, 0.7297]t.
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Fig. 6.1: Upload and download at each peer at time t = 0

Now, let peer 1 needs the data amount of 100 units and all the four peers responded

to his query, then peer 1 will select the peer with least SBCI as an uploader, in this

case, peer 4 has least SBCI. After this transaction, let SBCI vector is updated at

t = 2. For t = 1, S41(1) = 100 and all others are zero. Hence for this time, β1(1) =

1/7, β2(1) = β3(1) = β5(1) = 0 and β4(1) = 1/5. Hence, updated SBCI vector will be,

x(2) = [0.4060, 0.3103, 0.5745, 0.3846, 0.7297]tr.

6.3.4 Justification For Fairness

Lemma 6.3.1. At any time tn−1, if upload and download at each peer is same and

SBCI vector, x(tn−1) = α/(1 + α)e, then SBCI vector, x(tn) = x(tn−1).

Proof . Let upload and download for any peer i at time tn−1 be Ti(tn−1), then

ei.Si(tn−1).e = ei.S
tr
i (tn−1).e = Ti(tn−1).
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Since, x(tn−1) = α/(1 + α)e = ae, here, a = α/(1 + α), hence from (6.4),

xi(tn) = (1− βi(tn−1))a+

βi(tn−1)[aei.S(tn−1).e]/[aei.S(tn−1).e+αaei.S
tr(tn−1).e+(1−α)ei.S

tr(tn−1).e]

= (1− βi(tn−1))a+ βi(tn−1)[aTi(tn−1)]/[Ti(tn−1)(a+ αa + (1− α)]

= (1− βi(tn−1))a+ βi(tn−1)a/(a(1 + α) + (1− α))

Put a = α/(1 + α), hence

xi(tn) = (1− βi(tn−1))a+ βi(tn−1)a = a ∀i

Lemma 6.3.2. If SBCI vector at any two successive time instances, tn−1 and tn, is

same and lie on vector e, then upload and download at time tn−1 will be same in each

peer.

Proof . Let x(tn) = x(tn−1) = ae, where a is any constant, then from (6.4)

a = (1− βi(tn−1))a+

βi(tn−1)[aei.S(tn−1).e]/[aei.S(tn−1).e+αaei.S
tr(tn−1).e+(1−α)ei.S

tr(tn−1).e].

Manipulating above, we get

aβi(tn−1) = aβi(tn−1)[ei.S(tn−1).e]/[aei.S(tn−1).e+

αaei.S
tr(tn−1).e + (1 − α)ei.S

tr(tn−1).e].

For nonzero aβi(tn−1),

aei.S(tn−1).e + (aα + 1− α)ei.S
tr(tn−1).e = ei.S(tn−1).e.
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Solving,

(aα + 1− α)ei.S
tr(tn−1).e = (1− a)ei.S(tn−1).e ∀i (6.6)

Since, i = 1, 2, ..., N , hence this set of N equations can be written in the form of matrix

as follows,

(aα + 1− α)Str(tn−1).e = (1− a)S(tn−1).e

Pre-multiplying by etr on both sides,

(aα + 1− α)etr.Str(tn−1).e = (1− a)etr.S(tn−1).e

for any matrix, S(tn−1), etr.S(tn−1).e will be the sum of all of its elements, hence

etr.S(tn−1).e = etr.Str(tn−1).e = T hence,

(aα + 1− α)T = (1− a)T

since T 6= 0 hence,

a =
α

1 + α

Substituting the value of a in (6.6)(
α2

1 + α
+ 1− α

)
ei.S

tr(tn−1).e =

(
1− α

1 + α

)
ei.S(tn−1).e

or

(1 + α)ei.S
tr(tn−1).e = (1 + α)ei.S(tn−1).e

since α ∈ (0, 1), hence

ei.S
tr(tn−1).e = ei.S(tn−1).e ∀i

Hence, upload and download at time tn−1 will be same in each peer i.



6.4 Analysis of Algorithm 114

6.4 Analysis of Algorithm

6.4.1 Implementation in Distributed System

SBCI of each peer can be calculated distributively as shown in Algorithm 6.1. Each

peer’s SBCI can be calculated and managed by some other peer in the network. We

call it index manager and the peer whose SBCI is being calculated by this peer is called

its daughter peer. The index manager peer can be located using distributed hash table

(DHT) such as Chord [19], CAN [20], Pastry [21] and Tapestry [22]. Each peer i will

send the values of resources uploaded and downloaded to and from other peer j to the

index manager of peer j. An index manager peer will collect the values of resources

uploaded and downloaded by its daughter peer k, to other peers. Each index manager

will locate the index manager of peer j and will receive the current SBCI, xj(tn−1), of

peer j.

Now each index manager possesses all the things to calculate the SBCI of its daugh-

ter peer using (6.4). The βk(tn−1) can be calculated using (6.5). If Au = 0 then it is

zero, otherwise it is just a ratio of the current transaction amount to the total transac-

tion amount made by peer k, till time tn−1. The total amount of transactions can be

updated by adding the current amount of transaction with the previous total amount

of transactions.

6.4.2 Message Overhead, Storage Capacity and Time Com-
plexity

In this method, the SBCI is calculated directly while in other similar approaches

[8], [69] iterative calculations are required. Therefore, the total number of messages
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required to calculate the SBCI, in this method will be I1 and I2 times lesser than [8]

and [69] respectively. Where I1 and I2 is the number of iterations required to converge

the algorithm in [8] and [69] respectively.

In this algorithm, index manager needs to store only two information about its

daughter peer, i.e., current SBCI and total amount of transaction till tn−1. While in

[8], [69], all transaction history of its daughter peer, i.e., amount of transaction, ID of

peer with whom it transacted and whether it was upload or download, are required to

be stored. Therefore, the required amount of storage is reduced very much.

Time complexity of algorithm for one update can be calculated directly from (6.5).

It will be O(N) per peer which is same as in [8] and [69].

6.5 Transaction Procedure for Maximum Efficiency

6.5.1 Simple Procedure For Peer Selection

All the peers are rational and aware of the fact that, if they will share their resources

with peer having high SBCI, then their SBCI will be higher, and if they will download

from a low SBCI peer then they will lose less SBCI. Therefore, the simple peer selection

procedure for any peer i is to download from low SBCI peer and to upload to high SBCI

peer, as far as possible, as shown in Algorithm 6.2.
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Algorithm 6.1 For Updating the SBCI of Peers

1: Input: Amount of upload and download of peers
2: Output: SBCI with index managers
3: procedure
4: for each peer i do
5: forall peer j, who is selected as source peer do
6: Download the resource
7: Send the value of resource to the index manager of peer j;
8: end forall
9: forall peer j, who selected peer i as source peer do

10: Upload the resource
11: Send the value of resource to the index manager of peer j;
12: end forall
13: if Peer i is index manager of peer k then
14: forall peer j, who transacted with peer k do
15: Receive the value of resource uploaded Skj(tn−1);
16: Receive the value of resource downloaded Sjk(tn−1);
17: if t = 0 then
18: \\ Initialization of parameters
19: Set x(0) = (α/(1 + α))e;
20: else
21: Locate jth peer’s index manager;
22: Receive the current SBCI, xj(tn−1) of peer j from these index

managers ;
23: end if
24: end forall
25: \\ Initialization of the amount of total transactions
26: Set Ttrk(0) = 0
27: Compute
28: Auk = ek.S(tn−1).x(tn−1) + ek.S

tr(tn−1).e
29: if Auk = 0 then
30: βk(tn−1) = 0
31: else
32: δT trk(tn−1) = ek.(S(tn−1) + Str(tn−1)).e
33: Ttrk(tn−1) = Ttrk(tn−2) + δT trk(tn−1)

34: βk(tn−1) = δT trk(tn−1)
Ttrk(tn−1)

35: end if
36: Compute xk(tn) using (6.4)
37: Save xk(tn)
38: Save Ttrk(tn−1)
39: end if
40: end for
41: end procedure
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Algorithm 6.2 Simple Procedure for Peer Selection

1: procedure
2: if Peer i needs a resource then
3: Send the request for resource;
4: Get the SBCI of responding peers from their respective index managers;
5: Select the source peer having minimum SBCI;
6: Download the resource;
7: Send the value of resource to the index manager of source peer;
8: end if
9: if Peer i get a request for a resource then

10: Get the SBCI of requesting peer from their respective index managers;
11: if SBCI of all requesting peer is less than the threshold then
12: Reject all the requesting peers;
13: else
14: Select the peer with maximum SBCI;
15: Upload the resource;
16: Send the value of resource to the index manager of downloading peer;
17: end if
18: end if
19: end procedure

6.5.2 College Admission and The Stability of Marriage Based
Approach For Peer Selection

6.5.2.1 Preliminaries

College Admission and the stability of Marriage is a well-known problem, introduced

by Gale and Shapley [11]. In its most popular variants, there are two disjoint sets of

cardinality, n. One set is representing the men and the other one is representing the

women. Each person has a different order of preference for his or her marriage partner.

There are several ways by which one-to-one pairing can be done. But a pairing is said

to be stable, if there is no pair both of whom prefer each other to their actual partner.

Gale and Shapley [11] provide the solution and the algorithm for stable pairing.

They also proved that there always exists a stable match for such type of problem. In
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this algorithm, one of the group proposes his or her first preference, another group can

reject the proposal or can keep it on hold until they get a better option. If any member

from the proposing group get rejected, he or she tries on next preference. This process

continues until proposing group is not rejected or rejected by all of his or her preferred

partners.

If a proposal is given by men, then they get the better preferred partner as compared

to any other stable pairing, hence it is called man optimal stable matching, the other

way around women optimal stable matching.

6.5.2.2 Application in Peer Selection

We considered the situation where there are many uploaders and many downloaders

for a resource. In order to earn the high SBCI, uploader would like to upload the

resource to high SBCI peers, thus they have certain preferences for downloaders. On

the other hand, for downloaders the resource and the SBCI both matter. Therefore,

downloader may prefer the higher bandwidth uploader over low SBCI uploader. Thus,

downloder have a different preference order for uploaders.

In this situation, all uploaders and downloaders preference order can be collected

at a certain node. We call it the resource manager node. This node can be found by

hashing the resource identifier and finding corresponding root node in DHT network.

On this node, the stable marriage algorithm can be used to pair the uploaders and

downloaders. A message to each pair will be sent after pairing, so that they can start

the process of transaction. Detail of peer selection procedure in this situation is shown

in Algorithm 6.3.
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Algorithm 6.3 College Admission and The Stability of Marriage Based Approach for
Peer Selection

1: procedure
2: if Peer i needs a resource then
3: Send the request for resource;
4: Get the SBCI of responding peers from their respective index managers;
5: Learn about the bandwidth of responding peers;
6: Make the order of preference for uploader;
7: Send the order of preference to the resource manager;
8: Get the ID of uploader partner from resource manager;
9: Download the resource;

10: Send the value of resource to the index manager of uploading peer;
11: end if
12: if Peer i get a request for a resource then
13: Get the SBCI of requesting peers from their respective index managers;
14: Remove the peers, having SBCI less than the threshold;
15: Make the order of preference according to their SBCI;
16: Send the order of preference to the resource manager;
17: Get the ID of downloader partner from resource manager;
18: Upload the resource;
19: Send the value of resource to the index manager of downloading peer;
20: end if
21: if Peer i is the resource manager then
22: Get the order of preference from uploaders;
23: Get the order of preference from downloaders;
24: Run the Stable marriage algorithm;
25: Send the ID of partner to each peer;
26: end if
27: end procedure
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6.6 Experimental Evaluation

As in [35] and [63], we used NetLogo 5.2 [64], to evaluate the performance of our

algorithm. NetLogo is a multiagent programmable modeling environment where we can

model different agents and can ask them to perform the task in parallel and indepen-

dently. It is written mostly in Scala, with some parts in Java.

6.6.1 Simulation Setup

We simulated a typical P2P network with parameters and distributions taken from

real world measurements as in [24], [71]. In this network, peers can send a query

for the resource. We assumed that ten percent of peers respond to this query. After

selecting the source peer according to the procedure described in Section 6.5, resource

is downloaded. We assumed the amount of resources requested by downloading peers

varies randomly between 1 unit to 255 units. After downloading the resource, SBCI of

peer is updated by an index manager using (6.4). Any peer whose SBCI is less than

the threshold value is rejected and cannot download the resources from the network.

We assumed the threshold value of SBCI to be α/(1 + α).

The number of nodes in the network is taken as 1000, which is reasonable size.

However, the number of nodes can be increased up to any number, but this will not affect

the results. Because, evaluation metrics are normalized with respect to the number of

nodes. The initial value of SBCI of all the peers are taken as α/(1 +α). We conducted

the experiment for α = 0.9, 0.6 and 0.3. Percentage of free-riders were varied from 10%

to 80%.

The simulation is performed for three different peer distribution models, i.e., Simple,
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Adaptive and Extreme Model.

In Simple Model, free-riders vary from 10% - 70%. These free-riders do not share

anything at any point of time in the simulation.

In Adaptive Model, free-riders vary from 20% - 60%. Half of these free-riding peers

do not share anything during the whole simulation. Remaining half behave as normal

peers till midway of simulation, and thereafter convert themselves to free-riders.

In Extreme Model, at the beginning of simulation, 10% peers are free-riders. After

completion of every 12.5% of total transactions, 10% more peers convert themselves to

free-riders. Thus, at the end of simulation, there will be 80% free-riders. The simulation

was run upto 100000 transactions.

6.6.2 Evaluation Metrics

We plotted the graph between the total upload and download amounts of each peer

for all the models. To get the deeper picture, we also calculated the average absolute

deviation (AAD) of upload to download ratio from one, in any model as:

AAD = (1/N)
N∑
i=1

|1− ei.Scomp(tn).e/ei.S
tr

comp(tn).e|.

If upload amount for each peer is same as download amount, then the value of AAD

in the network will be zero. The larger value of AAD implies, the larger difference

between upload and download and thus, lesser fairness in the network.

Network is said to be efficient if free-riders are not allowed to download anything,

without affecting the transactions between non-free-rider peers. At any time, if SBCI of

any cooperative peer is less than the threshold then it will also get rejected. This is not
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TABLE 6.1: AAD and % of Rejections for SBCI in Simple Model for Simple Procedure
of Peer Selection

S.N. α Free-riders AAD
% of
Rejections

1 0.9 10% 0.103772 1.817
2 0.9 30% 0.303675 0.127
3 0.9 50% 0.505119 0.023
4 0.9 70% 0.707233 0.008
5 0.6 10% 0.103667 0.064
6 0.6 30% 0.303652 0.009
7 0.6 50% 0.505459 0.006
8 0.6 70% 0.707117 0.003
9 0.3 10% 0.103844 0.009
10 0.3 30% 0.303671 0.002
11 0.3 50% 0.505088 0.001
12 0.3 70% 0.707069 0

a desired state in the network. Therefore, we calculated the percentage of rejections

among cooperative peers, i.e., cooperative peers rejecting the request of cooperative

peers. For efficient algorithm, percentage of rejections must be minimum.

For comparison, we also simulated the GC for its best case [8], i.e., α = 0.8 and

β = 0.2. The parameters α and β are taken to be same as in [8]. For fair comparison,

we kept the threshold value for peer selection as (2 − α(1 + β))/(2 + α(1 − β)). We

kept maximum value of threshold in both GC as well as in SBCI. Rest of the settings

for GC are same as in SBCI.

6.6.3 Simulation Results of Simple Procedure For Peer Selec-
tion

We conducted the simulation experiment for simple procedure of peer selection, as

explained in Section 6.5. Bandwidth of all the peers is assumed to be same. For
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(a) Free Riders = 10 %, α = 0.9
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(b) Free Riders = 10 %, α = 0.6
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(c) Free Riders = 10 %, α = 0.3
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(d) Free Riders = 30 %, α = 0.9
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(e) Free Riders = 30 %, α = 0.6
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(f) Free Riders = 30 %, α = 0.3
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(g) Free Riders = 50 %, α = 0.9
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(h) Free Riders = 50 %, α = 0.6

Fig. 6.2: Upload and Download Amount at Each Peer for SBCI in Simple Model for
Simple Procedure of Peer Selection.
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(i) Free Riders = 50 %, α = 0.3
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(j) Free Riders = 70 %, α = 0.9
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(k) Free Riders = 70 %, α = 0.6
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(l) Free Riders = 70 %, α = 0.3

Fig. 6.2: Upload and Download Amount at Each Peer for SBCI in Simple Model for
Simple Procedure of Peer Selection.
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TABLE 6.2: AAD and % of Rejections for SBCI in Adaptive Model for Simple Proce-
dure of Peer Selection

S.N. α Free-riders AAD
% of
Rejections

1 0.9 20% 0.118469 1.87
2 0.9 40% 0.236766 0.606
3 0.9 60% 0.354868 0.198
4 0.6 20% 0.175055 0.054
5 0.6 40% 0.351099 0.028
6 0.6 60% 0.527092 0.011
7 0.3 20% 0.200618 0.020
8 0.3 40% 0.401786 0.011
9 0.3 60% 0.600657 0.008

simple model, simulation results for SBCI are shown in Fig. 6.2. Corresponding AAD

and percentage of rejections among cooperative peers are shown in Table 6.1. We can

observe from this figure that in initial transactions, free-riders got some resources after

that their SBCI become zero, which disqualify them in taking any resources from the

network. For all other peers, upload to download ratio is very close to the reference

line, thus algorithm is able to maintain the fairness in the network. We can observe

from Table 6.1 that the percentage of rejections among the cooperative peers are more

for higher values of α. Because for higher values of α, threshold value of SBCI will be

higher. But its impact on AAD is not very significant in this model.

In Adaptive Model, free-riders earn the SBCI and thereafter use this SBCI to down-

load maximum resources from the network. Simulation results for this model are shown

in Fig. 6.3. Corresponding AAD and percentage of rejections among cooperative peers

are shown in Table 6.2. We can observe from this figure that for higher α, algorithm

performs better. For α = 0.9, even in the presence of a large number of free-riders,

the algorithm is able to balance the upload and download amount in the network. We
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(a) Free Riders = 20 %, α = 0.9
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(b) Free Riders = 20 %, α = 0.6
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(c) Free Riders = 20 %, α = 0.3
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(d) Free Riders = 40 %, α = 0.9
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(e) Free Riders = 40 %, α = 0.6
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(f) Free Riders = 40 %, α = 0.3
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(g) Free Riders = 60 %, α = 0.9

0 0.5 1 1.5 2 2.5
x 10

4

0

0.5

1

1.5

2

2.5x 10
4

Upload Amount

D
o

w
n

lo
a

d
 A

m
o

u
n

t

 

 

 Upload and Download at Each Peer
 Reference Line for Upload = Download

(h) Free Riders = 60 %, α = 0.6

Fig. 6.3: Upload and Download Amount at Each Peer for SBCI in Adaptive Model for
Simple Procedure of Peer Selection.
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(i) Free Riders = 60 %, α = 0.3

Fig. 6.3: Upload and Download Amount at Each Peer for SBCI in Adaptive Model for
Simple Procedure of Peer Selection.

TABLE 6.3: AAD and % of Rejections for SBCI in Simple Model for Simple Procedure
of Peer Selection

S.N. α Free-riders AAD
% of
Rejections

1 0.9 80% 0.211228 1.794
2 0.6 80% 0.423116 0.068
3 0.3 80% 0.567303 0.010

can also observe from Table 6.2 that for higher α the percentage of rejection among

cooperative peers is higher but corresponding AAD is very less. Thus, impact of α is

clearly evident.

And finally, we conducted the simulation for SBCI in Extreme Model. Results for

upload and download at each peer are shown in Fig. 6.4. Corresponding AAD and

percentage of rejections among cooperative peers are shown in Table 6.3. We can

observe from the figure that for α = 0.9 the algorithm is able to balance the upload and

download amount in the network. For α = 0.9, at the cost of less than 2% of rejections

among the cooperative peers, algorithm is able to maintain AAD as 0.211228.

We also reported the simulation results of GC for all peer distribution models in

Fig. 6.5. Corresponding AAD and percentage of rejections among cooperative peers
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(a) Free Riders = 80%, α = 0.9
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(b) Free Riders = 80%, α = 0.6
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(c) Free Riders = 80%, α = 0.3

Fig. 6.4: Upload and Download Amount at Each Peer for SBCI in Extream Model for
Simple Procedure of Peer Selection. At the beginning of simulation, 10% peers are free-
riders. After completion of every 12.5% of total transactions, 10% more peers convert
themselves to free-riders.
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(a) Simple Model, Free Riders = 30%
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(b) Adaptive Model, Free Riders = 60%
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 Referrence Line for Upload = Download

(c) Extreme Model, Free Riders = 80%

Fig. 6.5: Upload and Download Amount at Each Peer for best case of GC, i.e., α =
0.8, β = 0.2 in different distribution models for Simple Procedure of Peer Selection.

are reported in Table 6.4. We can see from the figure that GC can also balance the

upload and download amounts in each peer. In Adaptive Model and in Extreme Model

GC can maintain better fairness compared to SBCI but the percentage of rejections

among cooperative peers are higher in GC for all the models. Thus, it is less efficient

compared to SBCI.

6.6.4 Simulation Results of College Admission and The Stabil-
ity of Marriage Based Approach For the Peer Selection

We also conducted the experiment for college admission and the stability of marriage

based approach for the peer selection. For simplicity, we considered only Simple model.

Bandwidth of peers is assumed to be different, so that they can also include the band-
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TABLE 6.4: AAD and % of Rejections for Different Distribution Model in Best case of
GC for Simple Procedure of Peer Selection

S.N. Model
Free-
riders

AAD
% of
Rejections

1 Simple 30% 0.3059 33.657
2 Adaptive 60% 0.3146 16.27
3 Extreme 80% 0.1370 19.269

TABLE 6.5: AAD and % of Rejections for SBCI in Simple Model for Stable merriage
approach with two different bandwith peers

S.N. α Free-riders AAD
% of
Rejections

1 0.9 10% 0.102265 1.0114
2 0.9 30% 0.301927 0.287
3 0.9 50% 0.501482 0.0244
4 0.9 70% 0.701471 0.0026
5 0.6 10% 0.102312 0.046
6 0.6 30% 0.30196 0.0134
7 0.6 50% 0.50149 0.0034
8 0.6 70% 0.701432 0.0008
9 0.3 10% 0.102367 0.0114
10 0.3 30% 0.301967 0.0036
11 0.3 50% 0.501484 0.0016
12 0.3 70% 0.701441 0
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(a) Free Riders = 10%, α = 0.9
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(b) Free Riders = 10%, α = 0.6
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(c) Free Riders = 10%, α = 0.3
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(d) Free Riders = 30%, α = 0.9
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(e) Free Riders = 30%, α = 0.6
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(f) Free Riders = 30%, α = 0.3
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(g) Free Riders = 50%, α = 0.9
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(h) Free Riders = 50%, α = 0.6

Fig. 6.6: Upload and Download Amount at Each Peer for Different values of α. Peer
selection approach is based on the problem of ”College Admission and The Stability of
Marriage”. Bandwidth distribution is as type 1.
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(i) Free Riders = 50%, α = 0.3
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(j) Free Riders = 70%, α = 0.9
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(k) Free Riders = 70%, α = 0.6
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(l) Free Riders = 70%, α = 0.3

Fig. 6.6: Upload and Download Amount at Each Peer for Different values of α. Peer
selection approach is based on the problem of ”College Admission and The Stability of
Marriage”. Bandwidth distribution is as type 1.

TABLE 6.6: AAD and % of Rejections for SBCI in Simple Model for Stable merriage
approach with ten different bandwith peers

S.N. α Free-riders AAD
% of
Rejections

1 0.9 10% 0.131826 6.1534
2 0.9 30% 0.322511 4.2034
3 0.9 50% 0.515015 2.3352
4 0.9 70% 0.709604 0.9604
5 0.6 10% 0.128717 0.4344
6 0.6 30% 0.327149 0.2746
7 0.6 50% 0.520278 0.1396
8 0.6 70% 0.710663 0.0348
9 0.3 10% 0.130575 0.1214
10 0.3 30% 0.323463 0.0652
11 0.3 50% 0.514418 0.024
12 0.3 70% 0.70845 0.0054
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(a) Free Riders = 10%, α = 0.9
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(b) Free Riders = 10%, α = 0.6
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(c) Free Riders = 10%, α = 0.3
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(d) Free Riders = 30%, α = 0.9
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(e) Free Riders = 30%, α = 0.6
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(f) Free Riders = 30%, α = 0.3
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(g) Free Riders = 50%, α = 0.9
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(h) Free Riders = 50%, α = 0.6

Fig. 6.7: Upload and Download Amount at Each Peer for Different values of α. Peer
selection approach is based on the problem of ”College Admission and The Stability of
Marriage”. Bandwidth distribution is as type 2.
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(i) Free Riders = 50%, α = 0.3
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(j) Free Riders = 70%, α = 0.9
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(k) Free Riders = 70%, α = 0.6
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(l) Free Riders = 70%, α = 0.3

Fig. 6.7: Upload and Download Amount at Each Peer for Different values of α. Peer
selection approach is based on the problem of ”College Admission and The Stability of
Marriage”. Bandwidth distribution is as type 2.
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width, as a criteria for peer selection. Selection of peer for downloading and uploading

is done according to Algorithm 6.3. The stable match for uploader and downloader is

made downloader optimal. To observe the impact of heterogeneity, we simulated the

Simple Model for two different types of bandwidth distributions, i.e., type 1 and type

2.

In type 1, half of the peers have bandwidth 10 units and the rest have 20 units.

Simulation results for this type are shown in Fig. 6.6. Corresponding AAD and per-

centage of rejections among cooperative peers are shown in Table 6.5. We can see from

the figure that upload and download amount increases in each peer compared to simple

procedure. Because each peer, who request for resources, is getting some option for

downloading. Uploads and downloads in each peer are close to the reference line and

corresponding AAD are lesser compared to simple procedure. Thus, the algorithm is

able to balance the upload and download amount in each peer.

In type 2, 10% of the peers have bandwidth 10 units, next 10% of the peers have

bandwidth 20 units, next 10% of peers have bandwidth 30 units and so on. In this way,

last 10% of peers will have bandwidth 100 units. Simulation results for this type are

shown in Fig. 6.7. Corresponding AAD and percentage of rejections among cooperative

peers are shown in Table 6.6. We can observe from this figure that upload and download

amounts for most of the peers are far from reference line and corresponding AAD are

also higher. Thus, the impact of heterogeneity is clearly evident. It also supports the

argument that if we will select the source peer according to bandwidth rather than

SBCI, we will loose the fairness in the network.
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6.7 Conclusion

In this work, we proposed a new algorithm to make the P2P network fair and effi-

cient. The algorithm ranks the peers based on their simplified biased contribution index

(SBCI) which can vary from 0 to 1. Estimation of SBCI is based on two factors, the

resources contributed by the peer and the SBCI of peer with whom it is transacting.

We propose the design rules to make the network fair and efficient. With the help of

mathematical justification, we have shown that our algorithm can fulfill all the design

objectives and is able to maintain the fairness in the network. This algorithm can be

implemented in the truly distributed fashion. Since, no iterative calculation is needed,

it can be implemented with lesser message overhead and storage capacity.

We proposed two different peer selection approaches, namely simple procedure and

college admission and the stability of marriage based approach. Simulation results show

that the algorithm is able to suppress the free-riders in highly free-riding environment.

The algorithm is also able to suppress the dynamic free-riders, i.e., those who change

their behavior dynamically.



Chapter 7

Conclusion and Future Work

In this thesis, we addressed two major problems in P2P networks, i.e., presence of

malicious peers and free-riders. We studied the existing literature in this area and found

that an efficient ranking mechanism can solve the above problems. We proposed the

Absolute trust algorithm to handle the malicious peers and to suppress the free-riders.

We had also proposed Biased Contribution Index (BCI) and its simplified form, SBCI

to further improve the performance. In this chapter, we are presenting the conclusions

of the reported research work, major contributions and possible future directions of

investigations.

7.1 Conclusion

We presented the Absolute trust algorithm for the aggregation of local trust. In

this algorithm, aggregation is done without normalization hence it reflects the true past

behavior of peers. We have shown that the global trust can be calculated by an iterative

method, thus the mechanism for Absolute trust can be implemented in a distributed

system. The speed of convergence of this algorithm depends upon the parameter α as
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explained in Chapter 3. Lesser the value of α, higher will be the speed of convergence.

In this algorithm, trust assigning peer sends the value of local trust without normal-

ization. If this peer updates the local trust of any one of the source peers, the local

trust of other source peers will not be affected. Therefore, it need not send the local

trust of all other source peers at every update thus, lesser number of update messages

is required. This has reduced the message complexity of the solution.

We also evaluated the performance of algorithm through simulation experiments.

We have shown that our algorithm is robust against various malicious behavior, e.g.,

individual malicious, unpredictable malicious and collective malicious. We considered

the two metrics, the percentage of authentic transactions and percentage of rejections to

evaluate the performance of the algorithm. We have shown that our algorithm performs

better than the other existing algorithms in the literature. We have also shown through

simulations that because peers are not competing with each other for higher value of

global trust, the load on good peers is more uniform compared to the other methods

described in the existing literature.

In Chapter 4, we generalized the proof of convergence of Absolute trust algorithm.

We have shown mathematically that the error in global trust will converge to zero if it

is calculated by iterative method as given in Chapter 3. The initial value of global trust

can be very far off from the actual solution. In any step, convergence is faster if error is

larger. We have also shown the dependency of speed of convergence on the parameter

α. With the help of suitable numerical example, we have given the justification for

mathematical proof.

In Chapter 5, we studied the problem of unfairness and free-riding in P2P networks.

We proposed a new algorithm - Biased Contribution Index (BCI). In this algorithm,
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we defined the BCI of peers in the form of second order polynomial of BCI of other

peers with which it interacted. We have shown that BCI can be calculated by iterative

method, thus it can be implemented in a distributed system. With the help of math-

ematical justification and simulation results, we have shown that BCI can achieve the

fairness and can suppress the free-riders in the network. We compared the speed of

convergence of BCI with another existing approach in the literature, i.e., Global Con-

tribution Approach [8]. We found that the speed of convergence of BCI is faster than

that of the GC [8].

In Chapter 6, we studied the problems with iterative methods. As a solution, we

presented simplified form of BCI named Simplified Biased Contribution index (SBCI).

In SBCI, we rank the peers by assigning them the value of SBCI between 0 to 1. The

estimation of SBCI is based on two factors, the resources contributed by the peer and

the SBCI of the peers with whom it has transacted. We considered some basic design

rules to achieve the fairness in network. With the help of mathematical justification we

have shown that SBCI can achieve the objective of fairness in the network.

For the selection of peer for resource sharing, we proposed two methods, simple

procedure, and the college admission and the stability of marriage approach. We also

evaluated the SBCI through simulation. For evaluation we considered, the average

absolute deviation (AAD) of upload to download ratio from unity and percentage of

rejections among cooperative peers as the standard metric for evaluating. We have

shown that the SBCI perform better than the other existing approach.
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7.2 Major Contributions

The introduction of new concept of a center point of a non-negative irreducible

matrix, as explained in Chapter 4, is a major contribution of the thesis. Based on this

concept we introduced the Absolute trust algorithm and Biased Contribution Index

(BCI). Both of these algorithms performed better than the existing one. Another major

contribution of the thesis is the introduction of simplified form of BCI named Simplified

Biased Contribution Index (SBCI). It is more practical to implement in the real P2P

system.

7.3 Future Work

The ranking methods, which we presented here, are are assumed to be implemented

in an structured P2P networks and DHT algorithm is used to locate the peers. To

investigate the algorithm when implementation is done in unstructured P2P networks,

can be a good future work.

The ranking of peers are updated after certain number of transactions in the net-

work. If we increase the frequency of update, the complexity of solution will increase

and if we decrease it the accuracy of the solution is compromised. Thus, optimum

value of frequency of update and how it can be maintained adaptively, needs further

investigation.

In Chapter 6, for peer selection procedure, college admission and the stability of

marriage based approach was introduced. The optimum number of heterogeneous peers,

in which upload and download balance can be achieved, needs further attention.
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Secure communication of trust value and contribution index need to be added in the

model. The impact of security breanches on the performance need to be looked into

before any realistic implementation.
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