STUDY OF P-CYCLE BASED PROTECTION IN

OPTICAL NETWORKS AND REMOVAL OF ITS

SHORTCOMINGS

A Thesis Submitted
in Partial Fulfillment of the Requirements

for the Degree of

DOCTOR OF PHILOSOPHY

by
Rachna Asthana (nee Srivastava)

to the
DEPARTMENT OF ELECTRICAL ENGINEERING

INDIAN INSTITUTE OF TECHNOLOGY, KANPUR, INDIA
NOVEMBER, 2007



CERTIFICATE

It is certified that the work contained in the thesis entitled “S7TUDY OF P-CYCLE
BASED PROTECTION IN OPTICAL NETWORKS AND REMOVAL OF ITS
SHORTCOMINGS”, by Rachna Asthana (nee Srivastava), has been carried out under my

supervision and that this work has not been submitted elsewhere for a degree.

(D%%./Si/ngh)

Associate Professor

Department of Electrical Engineering
Indian Institute of Technology
Kanpur-208016, INDIA

|4 November, 2007



SYNOPSIS

Name of Student: Rachna Asthana (nee Srivastavi)NRo Y110492

Degree for which submitted: Ph.D. Departmeritiectrical Engineering

Thesis Title: ‘Study of p-Cycle based Protection in Optical Networks and Reoval of
its Shortcomings

Name of thesis supervisor: Dr. Y.N. Singh

Month and year of thesis submissidiovember 2007

Today'’s optical networks are carrying enormousdfitrafhich is doubling almost every
year. The traffic includes voice, video, data aadous real time application services like
remote monitoring and control, Remote Surgery €lbe internet has become part of
almost every home. The existence of the World WAieb and Internet can be said to be
built on optical long haul networks. The first gesteon of optical networks is using an
optical transmission medium in the form of optifilers as point-to-point links. Mostly
SONET (Synchronous Optical Network) / SDH (Synclmas Digital Hierarchy) standard
is used to deploy these networks. At each netwatten traffic is subjected to O-E-O
(Optical-Electrical-Optical) conversions. The nodkside transmission bit rate, protocol
and format i.e. they are opaque. The advancemenobpiical devices like optical
multiplexers, optical cross-connects, erbium dofiieelr amplifiers, wavelength converters,
tunable transmitters and receivers etc., has editaththe need of O-E-O conversions at

each node and made way for the second generatigptichl networks.
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Various studies have shown that in these netwalnlesfailure rate is of the order of one
fiber cut in four days for a network with 30,00Qute-miles of fiber, and a single fiber can
carry more than 160 wavelengths using dense wagttledivision multiplexing (DWDM)
technique. The length of the laid optical fibersotigh out the world is in hundreds of
million miles. Thus, the survivability of opticaktworks has become a necessity and it has
created a lot of interest among the research contyaks a result, many protection and
restoration schemes for the survivability of optioatworks have been reported in the
literature.

The optical network protection schemes have to @tbremselves on the basis of two
main parameters, speed of restoration and capeftityency. Out of several path and span
based protection techniques discussed in Chaptprc@c¢les (pre-configured cycles) are
one of the most promising techniques for shared gpatection. The-cycles are the pre-
connected closed structures of the spare capdcibhemetwork. The spare capacity is used
to provide protection to the working paths. The king paths will be in the form of
lightpaths in all optical networks. Thecycle can protect all the on-cycle spans as well a
straddling (chords) spans. They have combined ffi@escy advantage of mesh networks
with speed advantage of ring networks. The meshdikciency can be achieved due to the
shared protection provided by tlpecycle to all the on-cycle spans as well as stiaddl
spans. The spare capacity of the network is prexacted to form the-cycles. Hence, only
two switching actions (as in rings) at the end sodethe failed span, are needed in the
event of failure to switch the traffic to the pratien path provided by the pre-configuned
cycle. Hence, they qualify both the requiremengéstaration speed and efficiency. They
can provide complete solution against single failtra network. However, there are some

issues which are still to be addressed for enhgnitia effectiveness gi-cycles. In the
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present work, these issues have been discusseeffangd have been made to resolve them
without compromising on any of the featuregafycles.

In any real networkp-cycles can be deployed with distributed cycle goafiguration
(DCPC) protocol. The DCPC protocol is the firstitsfkind to form thep-cycles in a real
network in completely distributed manner. Theycles are searched and pre-configured in
the spare capacity using DCPC protocol. Howeveth WICPC protocol, only onp-cycle
can be found in one iteration even if multiple esgpof the samp-cycle exist. Further, in
case of opticap-cycle networksp-cycles can be deployed at the wavelength levedl! If
the copies of the sangecycle can be aggregated together tpaycle can be deployed at
waveband level resulting in reduction in the reeuoient of switching fabrics, switching
complexities and simplified management issues. Woeking paths which are also at
waveband level, can be switched collectively to diggregateg-cycles in the event of
failure. Thus, the DCPC protocol needs some matifias to improve its efficiency.

A lot has been said in the literature about thengtron ofp-cycles. However, there are
various issues related with restoration after lufaievent. One such issue is the length of
the restored path. The capacity efficiencypafycles is because of shared span protection.
The cost paid for the efficiency is in terms of dorestored path lengths. There may be
repetition of many nodes in the long restored pdthwill give rise to loop backs at these
repeated nodes in the restored path. The restathdgngths can be shortened by removal
of these loop backs. Further, the length of thesg Ibacks depends upon the fact that
which p-cycle is being used to protect which particulathpdhe reliability ofp-cycles is
also a matter of concern. They have inferior rélitéds as compared to other schemes

mainly due to long restored paths length.
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All the traffic on every span of the network can previded protection against single
failure with p-cycles. However in any network, there are somedwuilability spans which
need special protection techniques. The networke ahrry some critical traffic (e.qg.
Remote Surgery) which again needs special protectio

To investigate the above mentioned problems, tlesgmt work has been carried out
with the following objectives.

. To modify the distributed protocol for the formatie@f p-cycles such that its
computational complexity can be reduced and theamtdges of waveband
switching can be incorporated [Section 5.2.2, §3100].

. To reduce the restored path lengths without commiogn on any features of the
p-cycles with second phase reconfiguration technj§eetion 6.2, pp. 106-109].

. To develop a distributed protocol for removal obpobacks, so that it can be
implemented in a network designed wpktycle based protection [Section 7.1,
pp. 151-156].

. To formulate and solve the problem of optimum alloan of p-cycles [Section
7.2, pp. 156-159].

. To develop mathematical formulation of restorechgahgths in terms of number
of nodes in the network [Sections 6.3, and 6.4109-115].

. To develop a model and study the effect of remasalloop backs on the
reliability of p-cycles [Section 6.2, pp. 191-198].

. To develop specialized protection techniques forvigability with low
availability spans, and for critical traffic thrdughe network [Chapter 8, pp. 201-

224].



The work done has been organized in Chapters ighr® in the present thesis.

We begin with an introduction to the evolution etend generation of optical networks
in Chapter 1. The importance of survivability fdretsuccess of second generation of
optical networks, the motivation behind the worlkndon the present thesis, has also been
highlighted in the chapter.

In Chapter 2, we present the concepts of graph ryhereliability and some
mathematical operations used throughout the thHesexplain and evaluate the schemes
developed in the present work.

The review of various protection and restoratiochteques used in optical networks
has been presented in Chapter 3. The most promistithique of span protectiop;
cycles, has been studied and reviewed in depthhapter 4. Various formation methods of
p-cycles, the capacity efficiency, the types of potibn and the method of its
implementation have been studied and presentdteinhapter.

In Chapter 5, we have given the test networks hadimulation conditions which have
been used throughout the thesis. The DCPC protweitbl score and numpath metric has
been studied with various spare capacities pravezidn the network. The modifications in
the DCPC protocol are proposed and the effects adifed DCPC on computational
complexities, number gf-cycles and switching fabrics have been presented.

The concept of loop backs and mathematical moddatsaemoval have been given in
Chapter 6. The relationships between the restoa¢l Ipngths before and after removal of
loop backs and the number of nodes in the netwarlaverage nodal degree of two, have
been derived in this chapter. The performance oforal of loop back with respect to
restored path lengths has been evaluated with warinethods ofp-cycle formation,

average nodal degree, number of nodes in the nletveord traffic distributions. The



released capacity during removal of loop backslmmsed for protection against second
failure. The effect of released capacity on dudilifa survivability has also been evaluated.

In Chapter 7, the distributed protocol for remoetloop backs has been developed for
implementation in the optical network designed witbycles based protection. The effect
of p-cycle allocation to the paths passing through fiied span has been discussed.
Further, the optimurp-cycle allocation problem has been formulated &mdaolution using
Hungarian algorithm has been presented. The impmewés due to optimum path
allocation on restored path lengths have been shdta models for reliability analysis of
paths without removal of loop backs and with remh@fdoop backs have been developed
and the reliability improvements have been presente

The specialized protection techniques based orcatdip-cycles, for low availability
spans and for critical traffic through the netwadnlayve been presented and evaluated with
respect to spare capacity requirement, in Chapter 8

Finally, conclusions, scope for future work and swamy of contributions of the present

thesis have been given in Chapter 9.
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CHAPTER 1
INTRODUCTION

Human beings are the rare species in the Worldeshave the ability to think and the
ability to express. These abilities created thalreeshare their thoughts and their feelings.
The thoughts and the feelings can be shared inwamvays like by speech, body moves,
gestures, and facial expressions etc.. The proadssharing is well known as
‘communication’. The speech is one of the most plwemedium of communication;
however, human voice can reach only up to a limdestiance to convey one’s thoughts.
Whereas, the need to share, knows no bars; it téenoounded by geographical distances.
In ancient times for long distance information &m@r smoke signals, fire signals, drums,
semaphore or physical delivery (runners, horsesgjestoaches, and carrier pigeons) were
used. The same process of sending the signals avdistance for the purpose of
communication is called ‘telecommunication’ in modé@mes.

The invention of telegraph in 1837, later its patbyp Samuel F.B. Morse [1] and
deployment of first telegraph link between Baltim@nd Washington in 1844 can be taken
as the starting of the modern telecommunicatiorns Was the first big breakthrough in the
field of telecommunication, as the information imetform of electrical signals, was
transmitted at a very fast speed almost equalaspeed of light through wired line.

The next logical invention was in 1876 of the télepe by Alexander Graham Bell [2]-
[3]. The telephone transmitted the voice signaksravire. Since then, the telephone system

has been evolving and now it has become the netefdtie world's public circuit-switched
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telephone networks popularly known as PSTN (PuBNdtched Telephone Network).
Traditional PSTN systems were circuit switched,med to carry the voice traffic with
the transport technology totally based on coppbtesa With the advances in optical fiber
technology revolution came in the transport tecbggl Optical fibers offer much higher
bandwidths than copper cables and are less susieeftivarious kinds of electromagnetic
interference and other undesirable effects. Thdstéethe replacement of copper cables in
the core networks by optical fibers. To understhod it happened, the brief history of

light communication and optical fibers is discussethe following sections.

1.1 USE OFLIGHT FOR COMMUNICATION

Use of light for communication is not new to theran beings. Light had been used for
communication long before the first low-loss optither was invented. In ancient times
fires were lit on hills to send the signals foremmmunications. Ancient Egyptians
reflected the sun’s light to send solar signaldoBethe invention of electricity, revolving
lenses were used to magnify the small flames ihthiguses. To communicate between
ships, lamps were used to send signals using Mooske. In 1793, Claude Chappe
developed the first optical telegraph line betw&amis and Lille, for a distance of about
230 km [4]. The guided transmission of light wastfidemonstrated by John Tyndall in
1870; however, it was through water. In 1880 ungditight was used for the transmission

of voice up to a distance of 200 m by photophoneliped by Alexander Graham Bell.

1.1.1 EVOLUTION OF OPTICAL FIBERS

The development of fiber optic technology providad required medium for guided

transmission of light. The all-glass fiber was tfissed by Brian O’Brien at the American
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Optical Company in his fiberscope, the image-trattsrg device, during 1950s. However,
this fiber was without cladding. Therefore, excessoptical loss was associated with it.
After that, optical fibers with cladding were deweéd. During the same time period,
extensive research was going on in the field cdrasind LEDs (light emitting diodes). In
1957, the idea of using lasers in fiber opticsamgee for transmission of signals was given
by Gordon Gould at Columbia University and aftemsotime by Charles Townes and
Arthur Schawlow at Bell Laboratories. The inventioh semiconductor lasers in 1962
opened the way for optical fiber communication. Shéasers were the most suitable ones
for use in optical fiber communication.

At the time when fiber losses were more than 10Bkm, two scientists Dr Charles
Kuen Kao and Dr. George Hockham were working at $tendard Telecommunication
Laboratory in England. In 1966, they suggestedhigirtlandmark paper [5] that if the
attenuation in optical fibers could be less thardBtkm, optical fiber might be a suitable
transmission medium for light. They also suggedtet the high losses of more than
1000 dB/km were the result of impurities in thesglanot of the glass itself. By reducing
these impurities low-loss fibers suited for comneations would be produced. Within a
few years of the Kao and Hockham’s paper, Dr. Robkurer et al. developed the fiber
with losses less than 20 dB/km in 1970 [6]. Theynuafactured a fiber with 17 dB/km loss,
by doping silica glass with titanium. Very soon 18977 fibers were developed with

theoretical minimum loss for silica-based fiber9d dB/km at 1550 nm.
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1.1.2 OPTICAL FIBERSIN CORE NETWORKS

In 1977 itself, AT&T installed fiber optic telephersystems in Chicago [7] and GTE in
Los Angeles [8]. The transmission ranges were 45-b/s with repeater spacing of
around 10 km. In 1979, India also started firsiofiber system at Pune [9].

Initial links operated at 850 nm in first transnmsswindow of silica fiber with a loss
of 3 dB/km. These links were designed with GaAsebasources, silicon photodetectors
and multimode fibers. Second window of optical fila¢ 1310 nm was more attractive, as
losses are around 0.5 dB/km and dispersion waslgeryWith the availability of sources
and detectors in this range operating wavelengifteghfrom 850 to 1310 nm. This had
increased the distance between repeaters sub8tartial made the link more suitable for
long haul telephone trunks. After 1984, for longulhasingle mode fibers are most
commonly in use due to their significantly largeandwidths. These links operate at bit
rates of 155 and 622 Mb/s, and in some cases, Bf»tGb/s with repeater spacing of about
40 km. Third window at 1550 nm offers minimum los®é¢ 0.2 dB/km, and hence became
suitable for lager data rates and long-span teraésind undersea transmission links [10].
The invention of EDFA (erbium-doped fiber amplijieby David Payne of the University
of Southampton, and Emmanuel Desurvire at Bell katooies in 1986, reduced the cost of
long-distance fiber systems by eliminating the nieeeptical-electrical-optical repeaters.

The first transatlantic telephone cable to usecapfiber was TAT-8 which was started
in 1988. It supported data rates at around 2.5 Gbés 90 km repeater spacing. By 1996
the data rate through fibers increased to 10 Glifsfurther advances in lasers and optical
receivers. However, the enormous bandwidth of §lmeuld not be utilized with the speed

of available electronic components. To increase Hamdwidth utilization, WDM
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(wavelength division multiplexing) technique proviedbe very useful in early 1990s, and
very soon commercial WDM systems were deployed\at the world. One such undersea
system SEA-ME-WE-3 (Southeast Asia-Middle East-\WestEurope) is deployed [10]
with two pairs of undersea fibers each having evgitelengths with a capacity of 2.5 Gb/s
per wavelength. With DWDM (dense wavelength divisimultiplexing) technology the
data rate through fibers has touched the figurearofind 10 Tb/s within the immense
bandwidth of 50 THz or better in the optical filkechnology.

The main benefits of fiber are its exceptionallyvldoss, allowing long distances
between amplifiers or repeaters; and its inherehigh data-carrying capacity. Optical
fibers offer much higher bandwidths than coppetlesiand are less susceptible to various
kinds of electromagnetic interference and otheresirdble effects. All this led to the
almost complete replacement of coaxial copper sabieoptical fibers in the long haul

transmission of PSTN systems.

1.2 FIRST GENERATION OF OPTICAL NETWORKS

Initially regional telephone companies used prdprie architectures, equipment,
multiplexing formats, and maintenance proceduresrimsmission on fiber optic cables.
The result was difficulties in networking with eacther. The same problem was faced by
different countries as they had little in commomg &xpensive converters were required for
transatlantic traffic. Thus the need for standation became obvious and was fulfilled
with the development of SONET (Synchronous Optidaktwork) by ANSI (American
National Standards Institute). A set of parallel ICC (International Telegraph &

Telephone Consultative Committee) recommendatie@wsilted in SDH (Synchronous
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Digital Hierarchy). SONET/SDH provided details fagrouping, multiplexing, and
transmission of information over an optical netwoflhey were devised to ensure the
compatibility of optical equipment and servicesyipded by different companies. After the
development of these standards, all the long distaelephone voice traffic is carried on
optical fiber links using SONET/SDH in the physitayer. Still in the present systems the
incredible bandwidth offered by the optical fibéi@s only been used as a very high-speed

channel, replacing copper cables. Optical fibeesagting just as point-to-point links.

1.2.1 DATA TRAFFIC

While PSTN system was evolving to support more amate number of telephone
connections, the computer industry was experienspegtacular progress. From the early
mainframe (large room size) computers to desktoppeders, had become reality within a
short period of time. Organizations, companies, emtlistries now started having large
number of computers, whereas in sixties, they migive had just one or two large size
computers. Initially, these computers might havernbeorking in isolation, but at some
point of time, data transfer between them becantessity. To fulfill this necessity, the
computers of a company or organization were phifgicannected and resulted in LANs
(Local Area Networks). Usually these are privatelyned networks. The owner generally
provides the physical connectivity in LANs and thpologies used are either bus or ring
[11].

To provide communication between computers, hardwas well as software is
required. The most widely used software architectisr TCP/IP (Transmission Control

Protocol/Internet Protocol).
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« TCP/IP

The grandparent of all computer networks the ARPANEdvance Research Projects
Agency Network) was mainly developed by academ@@nnected many universities and
government organizations using leased telephores.li@ne of the major goals was high
reliability, to provide connectivity even as long @nly source and destination are working.
The goal was achieved with the software architeci€P/IP based on packet switching.
Later on, IP became ubiquitous protocol that presigimplified data transmissioiPR
networks and the IP packets are simple and effidiernprocess and they have greatly

reduced the networking overheads.

1.2.2 GROWTH OF INTERNET

Many organizations and companies have developegutannetworks independently.
This resulted in various networks with differentrdv@are and software. Usually these
networks are incompatible as happened with voie#ficr before SONET. If a person
connected to one network and wants to communicatae person connected to another
network, then he has to go through the gateway$. [Ehteways provide necessary
connection and translation both for hardware aritivaoe between two different networks.
A collection of interconnected networks is callediaternetwork or just internet. In other
words a collection of LANs connected by a WAN isiaternet.

ARPANET, successor of Internet is an example of WAMde Area Network). The
TCP/IP became official protocol on Jan 1, 1983 [Wfer that many regional networks
interconnected with ARPANET made the expansion d®RPANET very fast. The
expansion became exponential when NSFNET (the Na&ional Science Foundation

Network) had also connected with ARPANET. Sometinmethe late 1980s, this internet
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has become Internet. The existing networks stazteshecting to Internet and the growth
continued exponentially, and by 1995 there weresisdvmillions of users. This size of
Internet is doubling every year [11].

Organizations and companies used their private iplly$ayer for LANs, however
WANS used the telephone lines from PSTN which igsheag for more than hundreds of
years, and has excellent long haul connectivitherform of fiber cables. The voice traffic
is going on in SONET frames on these fiber cablég data traffic of computer networks
of Internet, in the form of IP packets has alsatsthgoing on in the SONET frames, as
SONET has the capability of carrying IP packets.

The wide spread use of Internet and World Wide Webecent years has led to an
exponential growth in the data traffic to be cafrien the fiber cables. Data traffic has
started dominating voice traffic by 2001 [12]-[1a)d now as per the recent report [6], the

data traffic has increased more than ten timesamee traffic.

1.2.3 TRANSMISSION OF DATA TRAFFIC

This new traffic has been carried by using IP nekwio parallel with voice network.
The PSTN operators have started a new InterneicegProvider (ISP) business. The same
old infrastructure is used for this new service][T#he data traffic is bursty in nature and
IP packets are used to carry it in the form of tsaurdowever, the Internet based on TCP/IP
has no quality of service and the existing PSTNesysonly supports circuit switching and
hence single quality of service. The charactegsticdata traffic are entirely different from
that of the voice traffic. To provide quality ofrsee and to utilize the transmission system

more efficiently for data traffic, ATM (Asynchroneuransfer Mode) has been devised.
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« ATM (ASYNCHRONOUS TRANSFER MODE)

The International Telecommunications Union-Telecamivation Standardization
Sector (ITU-T, or formerly the CCITT), the ATM Fary and ANSI have devised ATM to
provide a range of service qualities at a reasenatt, specifically for data services [15].
It has been developed to provide scalable, manégeabhigh-speed (multimegabit),
multiplexing and switching network with end to eqaality of service with low overhead.
The ATM network can support any type of traffic luding voice, data, and video
applications [16]. ATM is the technology that camagantee predefined quality of service
for real time applications with certainty.

ATM layer may be used as service integration layertop of SONET/SDH. ATM
provides a powerful set of capabilities in termstffic engineering. Further, it is
advantageous because of availability of faster A3Mtches, and its ability to provide
quality of service guarantees such as bandwidtlts delays [17]. It is still the only
technology that can guarantee predefined qualitgesiZice with certainty for real time
applications. These parameters are missing in Bhiayer. ATM standards also provide
interfaces with IP and SONET/SDH so that it act$oaser layer of IP and upper layer of
SONET/SDH. Thus the data traffic is carried on mayer IP/ATM/SONET/WDM
architecture.

These networks, which utilize optical fibers to rgatraffic between point-to-point
links, are called first generation optical networkbese networks are bit rate, protocol and
format dependent i.e. opaque at all switching noblethese networks, at each node, all the
data (data intended for that node and the dataghwiki being passed through) have to go

through O-E-O (optical-electronic-optical) conversi
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1.3 SECOND GENERATION OF OPTICAL NETWORKS

Significant advances in optical component techniege.g., optical add-drop
multiplexers (OADMSs), optical cross-connects (OXCesjbium doped fiber amplifiers
(EDFAS) etc., have made possible, the routing ditapsignals based on wavelengths [18],
[19]. Further EDFAs, dispersion compensating meigmas, optical phase conjugators [20]
etc. have made possible very long distance, laggmaty transmission through optical
fibers [21]. The networks with these features am®vn as second-generation optical
networks. They provide an optical layer that offeexvices to higher layer [22]. For
example, optical layer may provide lightpath sezgito IP networks. A lightpath provides
end to end connectivity between two nodes in thevork as in circuit switched networks.
To set up the lightpath a dedicated wavelengtissggaed to it, on each link in its path [22].
In case of circuit switched networks, the entiradwaidth of the lightpath can be given to
higher layer and in case of virtual circuit sergidbe bandwidth of the lightpath may be
shared between many demands. In the latter cagkerhlayer combine multiple virtual
circuits onto a single wavelength by using timeision multiplexing. A major feature of
second-generation networks is the transparencyhef dircuit switched lightpath. A
lightpath can be set up with a maximum bandwidtth tien the data at any bit rate, in any
format and in any form i.e. analog or digital maytansported in this lightpath with only a
single condition that total signal bandwidth shootd exceed the maximum allowed in the
lightpath.

In the multi-layer approach for using optical netks) the layered structure of
IP/ATM/SONET/WDM is natural extension. But there sgynificant functional overlap

between various layers. This was justified approadth first generation of optical
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networks where at each node data has to undergoabelectronic-optical (O-E-O)
conversions. However, this multi-layer approach s@se significant disadvantages also. It
reduces efficiency and poses increased managerashtige to functional overlap and O-
E-O conversions at each intermediate node.

The growth of internet is exponential; in fact,eimtet users are doubling every year.
Internet is based on TCP/IP. The ubiquitous IPrlayenost commonly used in almost all
forms of end user applications. Now it has becoteardhat common traffic convergence
layer is going to be IP [23]-[29]. At the same ti¢DM has emerged as the only practical
solution to exploit the huge bandwidth of fiberhefefore, if IP layer can be transported
using WDM, significant cost reduction and efficigrenhancement can be achieved. In fact
this trend is already evident today with the emecgeof IP routers with tunable WDM
laser interfaces [18]. The gigabit and terabit Buters are combined with WDM
transmission system for an optimized transport agt{23]. To support the IP-over WDM
architecture, where the control and data planessaparated, various management and

control issues need to be addressed.
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Figure 1-1 An IP over Optical Network

1.3.1 GMPLSCONTROL PLANE

Future optical networks are emerging as opticalvagts providing services to the IP
layer (Figure 1-1). A consensus is emerging in €jptinternetworking Forum (OIF), and
also in Internet Engineering Task Force (IETF) @asdvorking groups for using GMPLS
(Generalized Multi-Protocol Label Switching) in tleentrol plane of optical layer. It is
evident that GMPLS provides the necessary bridgwdsn IP and optical layer [23], [25],
[27], [30], [31]. The optical layer provides liglains between IP networks. Lightpath is a
wavelength channel from source to destination watremy O-E-O conversion. Each fiber
can have many lightpaths passing through it oredsfit wavelengths using WDM. A pair
of nodes may be connected by many fibers. The GMii{Bes five types of interfaces to

support multiple types of switching [31], [32]. Reeare listed below.
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e PACKET SWITCH CAPABLE (PSC) INTERFACE

These types of interfaces recognize the packetdarigs and can forward data on the

basis of content of packet header which is a 2@unber.

e LAYER-2 SwiTCH CAPABLE (L2SC) INTERFACE

For this interface the label for forwarding infortioa is frame/cell header e.g. Ethernet

bridges that use MAC header for forwarding of data.

e TIME-DiviSiON MULTIPLEX CAPABLE (TDM) INTERFACE

In this interface forwarding of data is done on Hasis of data’s time slot. The label

could be the serial number of the time slot.

« LAMBDA SWiTCH CAPABLE (LSC) INTERFACE

In this case the label is the wavelength on whith data is received. Optical cross
connect (OXC) that could operate on the level oingiividual wavelength is an example of

such an interface.

« FIBER SWITCH CAPABLE (FSC) INTERFACE

This interface uses the information of the locatt po of the fiber. These types of OXC
can operate at the level of a single or multipgbers.

A connection can be established only between autyir interfaces of the same type.
The connection or established circuit is referredas Label Switched Path (LSP). To
establish, manage and remove the LSPs, commumch&tween nodes is required. The

control channels provide the necessary communitdfto routing, signaling and link
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management. Link Management Protocol (LMP) [33]ircesf the procedures for control
channel and link management. The LSPs are managed @xtensions of Resource
Reservation Protocol-Traffic Engineering (RSVP-TBY] and Constrain-based Label

Distribution Protocol (CR-LDP) [35].

1.3.2 SURVIVABILITY | SSUES

Since fiber has large bandwidth, a large numbeigbfpaths in a single fiber can exist.
Up to 160 lightpaths, each with capacity of 10 Gdpss been reported in literature [14],
[36]. Henceforth, incredibly large traffic volumean be supported by a single fiber. In this
scenario a single fiber failure (single fiber ca@n lead to simultaneous failure of all the
lightpaths in the fiber. This will result in failerof thousands of higher layer paths and loss
of significant amount of traffic and hence, the eewe. Therefore network survivability
issue is very critical in optical networks. In theraditional multi-layer
IP/ATM/SONET/WDM approach, the survivability is pided by Automatic Protection
Switching (APS) in SONET layer, which is quite rshult has the capacity of providing
recovery within 50 ms in the event of any failui8]. Therefore, for the success of IP over
WDM, survivability and fast recovery in second gext®n of optical networks should be at
least as good as, what SONET provides. Furthemateeof fiber failure is one fiber cut in
four days for a network with 30,000 route-milesfiler [37]. The challenge to provide
efficient and fast protection and restoration hashé accepted. Researchers have been
working on various schemes to provide efficient dast protection and restoration in

second generation optical networks.
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1.4 MOTIVATION AND OBJECTIVES

A lot of protection and restoration schemes havenbegroposed in the literature for
survivability of optical networks. A review of theschemes has been given in Chapter 3.
Out of all the available schemes, fieycles (pre-configured cycles) invented by Groster
al., outperform the other schemes in terms of spéedstoration and capacity efficiency.
Therefore, we started working @rcycles. In depth study qi-cycles has been carried out,
and we have found that still many issues need @doeessed to make best us@-afycles.

The p-cycles can be deployed in any real network usimgriduted cycle pre-
configuration (DCPC) protocol developed by Grovegi®up [37]. The DCPC protocol
finds, in the spare capacity of the network, pagycle in one iteration. If there are many
copies of the samg-cycle then DCPC has to run many times to findredl copies. Further,
in optical networks, all the copies of the sapreycle can be aggregated together and
deployed with coarser granularity at the wavebawell

While studying the optimum solutions pfcycle based protection, we found that most
of the p-cycles used for protection are large and manyhemt are Hamiltonian (covering
all the nodes of the network) cycles. In fact, tBishe reason for the capacity efficiency of
the p-cycles. The price paid for this efficiency is tleng restored path lengths after
restoration in the event of failure. In many cashs,restored path lengths are found to be
more than the number of nodes in the network. Qlshg the reason is the loop backs at
the nodes which are repeated in the restored patinther, we predict that the restored path
lengths will also depend on the allocationpedycles to the working paths. The reliability
of the restored paths with-cycle based protection is also an important peréosce

parameter. Investigations regarding these, willdported in this thesis.
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The p-cycles can provide various types of protectioke Bhared span protection, path
protection, path segment protection, dual and mileltiailure protections, node protection
etc.. However, no specialized protection schemesaailable for handling low availability
spans of the network. The protection of criticadffic also needs some specialized
protection techniques.

The work in the present thesis will try to resoltlee above issues without

compromising any of the featuresptycles. The main objectives are as follows.

To modify the distributed protocol such that alpms of the samp-cycle can be
found in one iteration to reduce the computatiaashplexities and to incorporate
the advantages of waveband switching in the optiefivorks designed witp-
cycle based protection.

. To reduce the restored path lengths by removabap lbacks from the restored
paths during second phase reconfiguration withompromising on any of the
features op-cycles.

. To develop a distributed protocol for removal obpobacks, so that it can be
implemented in a network designed wittycle based protection.

. To formulate and solve the problem of optimum atoan ofp-cycles.

. To derive a relationship between the restored patigths and network
parameters.

. To develop a model and study the effect of remasalloop backs on the
reliability of p-cycles.

. To develop specialized protection techniques forvigability with low

availability spans, and for dual failure protectmfrcritical traffic in the network.
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1.5 THESIS ORGANIZATION

The work done in the present thesis has been aggm Chapters 1 through 9. In the
next chapter, we have introduced the concepts aplgrtheory, some mathematical
operation and concepts related to reliability, mhiave been used throughout the thesis for
the development and evaluation of proposed schemes.

In Chapter 3, various optical layer protection swhe have been reviewed and
discussed. It includes various path and span bassdction techniques. Further, higher
layer and multi layer restoration strategies hdge been discussed. Chapter 4 presents an
exhaustive review of the work carried out witycle based protection. Various methods
to form p-cycles have also been presented and discussed.re@s®ns for capacity
efficiency ofp-cycles, the review of various types of protectiarsch can be provided by
p-cycles, and the reliability issue have also beesgnted in this chapter.

Chapter 5 deals with DCPC. The modification in DC&# its effects on number pf
cycles, computational complexities and number ofitcbwng fabrics have been
investigated. It also includes the test networkd simulation conditions which have been
used throughout the thesis work.

In Chapter 6, the concept of loop backs is intreduand the mathematical model for
analyzing the algorithm for removal of loop backsshalso been developed. Further, a
relationship between the number of nodes in thevorét having average nodal degree of
two, and restored path lengths with and withoutaeah of loop backs has been given.
Finally, performance of removal of loop back haserbeevaluated for various test

conditions.
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Chapter 7 presents the distributed protocol foranemhof loop back to be implemented
in optical networks designed wifticycles based protection. The problem of allocatbn
p-cycles to the paths through the failed span han dermulated and its solution with
Hungarian algorithm has been given. The model fdrability assessment has been
developed and given in this chapter along withefiects of removal of loop backs on the
reliability of the restored paths. The removal @bp backs without and with optimum
cycle allocation has been compared and improvemettlslatter have been shown. The
removal of loop back releases the redundant capatiich can be used for second failure
restoration. The effect of removal of loop backdrral failure restorability has also been
evaluated and given in this chapter.

The specialized protection techniques for surviMgbiin the presence of low
availability spans have been given in Chapter 8al#o presents the techniques for
providing specialized protection to the criticabffic through the network. Finally,
conclusions, scope for future work and contribugioh the present thesis work have been

given in Chapter 9.
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CHAPTER 2
GRAPH THEORY AND MATHEMATICAL OPERATIONS

The concepts of graph theory have been extensiwedg in the work done in this
thesis. A brief introduction of graph theory andngomathematical operations used is given
in this chapter with a view to familiarize the readvith the terms and concepts used

throughout the thesis.

2.1 GRAPH THEORY

The formal definition of a graph may be given as gtfaph G consists of a vertex set V,
and an edge set E, and a relation that associ#lteeach edge two vertices (not necessarily

distinct) called its end point” [38].

Figure 2-1 A Graph

V (and hence E) are usually taken to be finite. Jeigraph can be drawn (Fig. 2.1) on a

paper by representing each vertex as a point aod edge as a curve connecting two
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vertices [39]. Hence, a point in a graph is cakledertex and the curve connecting two
points is called aredge.The two endpoints (vertices) of an edge adgacent and are
neighbors If an edgee joins v; and v,, then edgee can be denoted byv{, v}, an
unordered pair of endpoints. The edge and its entpare called to bacident e.g. the
verticesv; andv, are incident on edge and the edge is incident to bothv; andv,. The
order of a graph is the number of vertices in it, M.gnd thesizeof a graph is the number
of edges in it, i.e. |E|. The degree of a vertadefgned as the number of edges incident on it

and represented ds The average degree of all vertices in a gragivien byd = ﬁ.

VI
In Fig. 2.1, the vertex set V={a, b, c, d, e, thgi, j, k} and the edge set E={1, 2, 3, 4, 5, 6,
7, 8, 9}, the edges 1, 2, ... can be denoted byp}a{b, c}, ..., wherea andb are incident
on edgel and edgd. is incident taa andb. The order of the graph is |V| = 11, and its @ze
|E] =9.

If the end points of an edge are equal then the exigalled doop. If there are multiple
edges between the same pair of vertices then tieegadledparallel edges. A graph with
no loop and no parallel edges isimple graph. A graph with parallel edges but no loops is
a multigraph, and a graph with at least one loomipseudograph In acomplete graph,

there is exactly one edge between each pair atesrtHence, a complete graph with order

edges. In aegular graph, every vertex has the same degree.

Nhas"c, = N('\;_l)

If the edgee can be represented By={ w1, v2} an ordered pair witlv; as origin ands,
as destination, then the edge willdieected edge and graph is known disected graph or

digraph. If all the directed edges are changed to simgies, the resulting graph will be
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known asunderlying graph of the digraph. Similarly if each edge isimple graph is

replaced by a directed edge, then graph will becomeatation of the simple graph [39].

Figure 2-2 (a) A simple graph, (b) a pseudographg) a multigraph, (d) a complete graph, (e) a
regular graph, and (f) a directed graph

The two graphs are said to isemorphic if one can be redrawn to look exactly like the
other. Thus, two graphs G=(V, E) a@l=(V', E') are said to be isomorphic, if there exists
a function f:v - v' such thatv,yv,0G if and only if f(v)f(v,)0G'. Then G is

isomorphic toG'. The graphs shown in Fig. 2.3 are isomorphic beeaf the isomorphism
defined by

fla)=6, f(b)=3, fc)=4, f(d)=2, f(e)=1, f(f)=5, andf(g) =7.
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(a) (b)

Figure 2-3 Isomorphic graphs
The graph G is said to l®meomorphismof the graphG' if a degree two vertex has
been removed from G and corresponding edges a@cespby an edge directly incident on
the remaining vertices of the edges. The graph shawrig. 2.4 (b) is homeomorphic of

graph shown in Fig. 2.4 (a).

(a) (b)
Figure 2-4 Homeomorphic graphs

If a graph can be drawn on a paper in such a watynh two edges intersect each other
except at the end vertices, then the graph is krtoviaeplanar.

A path is a graph of the type {%,,v,,v,,...v,} and E{v,v,,v,v,,...v,,v,} . The vertices
vi and y are connected by the path and are known as sauactelestination respectively.

The vertices of a path are ordered i. e. V is ale@d set. The length of a path is equal to
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the number of edges in it and equal to one lesstth@number of vertices in it. éycleis a
closed path beginning and ending at the same natie equal number of vertices and
edges. For a cycle, V{%,v,,v,...v,,v,;}and E Fv,v,,v,v,,...v, v, v, v} with [V|>2. If a
cycle contains all the vertices in graph G, exaatlige, then it is calledspanningcycle A
graph G which contains a spanning cycle Kailtonian graph, and the spanning cycle
is aHamiltonian cycle of graph G. The cycle which covers all the edgea graph G is

called arEulerian cycleand the graph G is &ulerian Graph.

(@) (b)

JESN

(©)

Figure 2-5 (a) Hamiltonian cycle and Hamiltonian gaph, (b) Eulerian cycle and Eulerian graph,

and (c) weighted graph
If some label (weight) is assigned to every edgeaofraph, then graph is called
weighted graph (Fig 2.5(c)). The weight may represent tegth of the edge or the
capacity of the edge or some other informationteelavith the edge. The weight of a path

is the sum of weights of edges constituting thé pat

Chapter 2 Graph Theory and Mathematical Operations



24

The communication networks are usually treatedrapht with nodes as vertices and
physical connection between nodes as edges. Tresmaah be telephone exchanges, digital
cross connects, IP routers, ATM switches, optickd arop multiplexers, optical cross
connects or other such equipment and edges arghtfscal connections, mostly optical
fibers in present scenario. One unit of transmisgiapacity is equivalent to a link. The
networks are multigraph as there are many pariatles (edges) between two nodes. The
term span includes all the links between two nodég networks discussed in this thesis
are assumed to be undirected graphs as the spaassarmed to have equal capacities for
both directions (bi-directional). The weight ofiakl may represent its capacity, length, cost
or some other related value. A path is concatenaiidinks from the source node to the
destination node. The path is established by atossecting the links, at the intermediate

nodes, with the help of switches.

2.2 MATHEMATICAL OPERATIONS

The ordered sets have been used in the thesis. drleegimilar to sets except that in
ordered sets the order or the sequence of elemaatters. The mathematical operations
used on the ordered sets are explained below.Wep\] and [W] be the ordered set of

nodes. Addition and subtraction operations arenéefias follows for the ordered sets.

2.2.1 ADDITION OPERATION

The addition operation (‘+’) [U] = [V] + [W], addall the elements of [W], except the
first one, to the elements of [V] in the orderednicto get [U]. For this operation, the last
element of [V] and the first element of [W] sholdd the same. Hence, if

VI=1[1,2,3];
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[W] = [3, 4, 5, 6]; then

[Ul=[VI+[W]=[1,2,3]+[34,5,6]=[1, 23,4, 5, 6].

2.2.2 SUBTRACTION OPERATION

The subtraction operation (*-') [V] = [U] - [W], ghinates the elements of [W] from
[U] again in the ordered form except the first {Jaslement of [W] when last (first)
elements of [W] and [U] are the same. For this apen [W] has to be the subset of [U],
such that either the start nodes or the end nodesame in both [W] and [U]. This
condition is required to maintain the continuitytbé paths. Hence, if

[U=11,2,3,4,5, 6];

[W] =11, 2, 3, 4]; then

[VI=[U]-[W]=11, 2,3,4,5,6]-[1, 2, 3, 4F [4, 5, 6] (first elements of [W] and [U]
are the same hence the last element of [W] ismedii

Further if,

[U=11,2,3,4,5, 6];

[W] =3, 4, 5, 6]; then

[VI=[U]-[W]=1[1,2,3,4,5,6]-[3, 4,5, 6§ [1, 2, 3] (last elements of [W] and [U]

are the same, hence the first element of [W] &imed).

2.3 RELIABILITY CONCEPTS

The basic reliability concepts which have been usdtie thesis are explained below.
The reliability of the working path without protemt and with protection can be calculated

on the basis of these basic concepts [40].
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2.3.1 RELIABILITY OF SERIES CONNECTIONS

The reliability of a connection betweénandB which is series concatenation of links

(Fig. 2.6) is given as

P(S) = P(X) XP(X,) X..... oo XP(X.)
n
= U P(X;) 2.1)
j_
where X, X, ..., Xy represent the successful operation of link 1, 2,n.respectively

and P(X), P(X), ..., P(X) represent the respective probabilities of suduksgperation
i.e. reliability of links 1, 2, ..., n respectivelin the above it is assumed that successful

operation of a link is independent of other i.@ tailure events in links are independent.

—o—9
A1 5 ——oB

Figure 2-6 Series Connection

Similarlyyl, X2, ..., Xn represent unsuccessful operation i.e. failurerdf 1, 2, .., n
respectively, henc@(x_l), P(Z) P(Z) are probabilities of failure of link 1, 2, ..., n
respectively and

P(X_l):l_ P(X,) or P(X,)=1~- P(X_l) (2.2)

2.3.2 RELIABILITY OF PARALLEL CONNECTIONS

The reliability of a parallel connection (Fig. 2. avingn links can be calculated as
follows.

For complete failure of connection allelements of the parallel connection have to fall

simultaneously. IfP(S) is the probability of failure of the connectioheh
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p(g) - p(xl)x P(X_Z)x ............ P(X_n)

=1- P(S) as success and failure are mutually exclusivetsyer

P(9) =1-P(S)
RS =1-(L-AXI-FX ). 1= F(X, )]
=1- n - P(X,)] (2.3)

2.3.3 RELIABILITY OF MIXED CONNECTIONS

The mixed connections can be divided into two aunfations which are general
parallel series configuration and general serigsllgh configuration. The reliabilities of

these configurations are given below.

e (GENERAL PARALLEL SERIES CONFIGURATION

The reliability of a connection which is having gl series configuration is given as

P(x)=1- ﬁ {1— H P(x, )} 2.4

for k branches, each havimgelements in series (Fig. 2.8).
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Figure 2-8 Parallel series connection

e (GENERAL SERIES PARALLEL CONFIGURATION

The reliability of series parallel connection haykseries elements and each having

elements in parallel (Fig. 2.9) is given by

k n;

P(X) = D 1- D (1— P(Xij )) : (2.5)

1 1 1
A B
Ny N A
Figure 2-9 Series parallel connection

2.3.4 RELIABILITY OF A PATH

The reliability of a working path which is conca#gion of links is basically a series
connection and hence, its reliability can be catad by using Equation 2.1.

The reliability of a working path (a. b, ¢, d) whics protected with link disjoint path (a,
e, f, g, d) can be calculated with the help of rdix®nfiguration Equation 2.4 using the

formula given below
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n Ny

P(X):l— 1_|j_:lP(X1j) 1_DP(X2j) , (2.6)

where 1 and 2 are the primary and link disjointoselary paths respectively. The number

of elements in primary patimg, and secondary path;, are equal to 3 and 4 respectively

a Path
/ 3
% Q

(Fig. 2.10).

Link disjoint
protection path

Figure 2-10 Reliability of a protected path

The concepts and definitions given in this chaptare been used throughout the thesis

for development and evaluation of various schemes.
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CHAPTER 3
SURVIVABILITY SCHEMES"

Survivability is an important part of optical netike as huge amount of data is being
carried by these networks. Survivability is theliggbito provide services during failures.
Basically, the failures can be of two types, coneunfailure and fiber cuts. Due to
component failures the transmitter or receivers fadyor it could result in complete node
failure. However, the failure rate for transmittensd receivers are 10,867 Eldnd 4311
FIT respectively [41]. The failure rate in termsfibler cut, for long haul networks, is 3 cuts
for 1000 miles of fiber annually, about one fibet o four days for a network with 30,000
route-miles of fiber [37]. The list of reasons wdé all the causes like cable dig-ups,
human errors in the form of wrong cuts during mexaince, rodents bite, vehicle damage
to aerial cables, and of course natural hazardgekg437], 160 reported fiber optic cable
cuts in the 1990s were single-failure events inUinéged States. The mean times to repair
(MTTR) are 2 hours for equipment and 12 hours &isle cut. Therefore, the networks are
affected hundreds to thousands times more duebie cats as compared to equipment or
node failures. Hence, the network survivabilityuss are mostly dealt with cable cuts i.e.
span or link failures. In the following paragraphg will provide an overview of the
various failure recovery schemes, mainly concermeth survivability during single

failures [42], [43].

! The work presented in this chapter is based oprégously published work in [42], [43].

21 FIT=1 failure in 114,155 years
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3.1 PROTECTION AND RESTORATION

The network failure recovery schemes can be broadhlsified into two categories viz.
Protection and Restoration, as shown in Fig.3-bteetion is defined as pre provisioned
failure recovery [14], [18], [30], [44]. The baclp ypath (secondary path or alternate path)
which is link disjoint and may be node disjointalsith the primary path, is set up along
with the primary path. Usually the same routingtpcol is used after eliminating the links
used for setting up the primary path, to deterntivgelink disjoint back up path. Similarly
if the nodes in the primary path (except source @estination) are also eliminated while
computing back up path, the back up path will b& knd node disjoint. The primary path
is used to transmit the data and back up pattsexved for use in the event of failure. After
the detection of failure, the switches are re-apmied to use the back up path. These
schemes can provide guaranteed protection sincddimand set up completes only if the
secondary path is also available. Secondly, thebenses can provide fast recovery
because the back up path computation is alreadg dod in the event of failure, only the
failure detection and switch reconfiguration hasédone. However, resource utilization
is not efficient due to reservation of resourcedfack up paths.

Restoration schemes refer to dynamic recovery #feeonset of failure [14], [18], [30],
[44]. The restoration involves detection of a feglunew path computations for the failed
connections and reconfiguration of switches for tlestoration path. These schemes
provide efficient utilization of resources. Howeyvesuccessful recovery cannot be
guaranteed since enough resources may not be laeadtathe time of failure. Further time
required for recovery is more [44]. Usually optitayer can provide fast protection while

higher layers can be used for intelligent restorati
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Figure 3-1 Failure recovery schemes
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3.2 OPTICAL LAYER PROTECTION

The optical layer protection schemes can be dividexdpath protection, link protection
and generalized path-link protection schemes. Teekemes can be implemented in static
as well as dynamic environments. In the static ,chsetraffic demands are fixed and in the
dynamic case, the traffic demands are changingtl@mdvorking paths are established and

removed as per the traffic requirements.

3.2.1 PATH PROTECTION

The entire lightpath from source to destinatiorpistected in these schemes. In the
event of failure, fault localization is not requdrenstead traffic is switched over to link and
node disjoint backup path. These schemes inherpnblyide the protection against node
failures also as backup paths are link and nodeidisFurther, the schemes are suitable to
the optical networks where the intermediate nodag not have the monitoring capability.
Various path protection schemes are shown in Rlg.BRese optical layer path protection

schemes are 1+1 (duplicated), 1:1 (dedicated)laddshared).

e 1+1 DUPLICATED PATH PROTECTION

In 1+1 duplicated path protection (Fig.3-2(a)), soeirce transmits on both primary and
backup paths. In the event of failure, the recemedestination simply switches to the
alternate backup path. This approach is very singnld very fast. However in this

approach, the network resource utilization is vavgr [45].
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Figure 3-2 Path protection schemes, (a) 1+1 duplited path protection, (b) 1:1 dedicated path

protection, (c) 1:N shared path protection
1.1 DEDICATED PATH PROTECTION

The 1:1 protection is also known as dedicated pattection (Fig. 3-2(b)). Here the
resources for the backup paths are reserved aintleeof connection set up. The resources
are reserved as backup for respective primarygahtonly. They cannot be shared as back
up path for some other primary lightpaths. Howevke resources can be used to carry
some low priority (pre-emptable) traffic. In theeew of failure, the low priority traffic
through back up path is dropped and traffic to tmqeted is directed through backup path.

The 1+1 and 1:1 protection schemes have been cenchpar [46] for resource
utilization. In this study, the primary and backpaths and the resources such as total
number of fibers, OXCs etc. have been selectednaiy to minimize the total facility

cost. The total facility cost includes the cosfibérs and cost of OXCs. It has been found
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that to minimize the total cost, the ratio of fibength in the 1+1 & 1:1 schemes is
approximately 1.6. Almost the same ratio of 1.6 esraut for OXCs.

A lot of work has been reported in the literaturededicated path protection schemes
and their variants. Many aspects of dedicated patitection have been covered. The
scheme and its variants have been tested for éctthnal WDM transmission, resulting in
higher system capacity and lower call blocking jatmbty [47]. The scheme has also been
used with waveband switching [48]. Requirement ofenresources, one of the drawbacks
of the scheme, has been overcome in [49] with sbaof resources, and in [50] with

dynamically routed Streams algorithm.

e 1:N SHARED BACKUP PATH PROTECTION

The 1:N protection is shared backup path proted&BPP) shown in Fig.3-2(c). At the
time of connection setup, backup path resourcesal® computed and reserved. The
reserved resources can also be used to providecpimt to some other primary path.
However, the primary paths sharing the backup shballink and node disjoint. Hence a
single failure cannot affect more than one primatytpath [30], [51], [52].

To ensure the above condition Shared Risk Link @r(8RLG) concept can also be
used [53], [54]. An SRLG is a group of lightpatresing a common element whose failure
can lead to failure of all the lightpaths in thewgp. For example, if a single fiber is cut then
all the lightpaths through that fiber will be affed. Hence all the lightpaths using this fiber
belongs to one SRLG. Similarly the conduit carrymgltiple fibers may define another
SRLG. Therefore primary paths not having any comi®@BhLG may share the backup path.
The concept has been extended to include nodesratbe shared risk group [55], and a

mathematical formulation has been developed toesttig problem of SBPP. In [56], it has
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been proved that SBPP problem in dynamic scenariP-complete, and heuristics have
been developed to find the pair of working and logckaths in dynamic environment.

The SBPP is most preferred form of path protectioe to its resource efficiency, and a
number of methods are available to find the workamgl its shared backup paths. The
comparison of all such methods has been givenih [SBPP has also been implemented
with span protection technique pfcycles [58]. The SBPP has been provided with failu
independent path protecting (FIPBEycles with the advantage of pre-connected backup
resources, thus, providing fast restoration [59].

One of the important performance issues in thigsehis finding the new backup paths

if protection is activated for some failed primaath.

3.2.2 LINK PROTECTION

Another mechanism of protection is called link piiion. These schemes are designed
basically to provide Automatic Protection Switchi(@PS) of rings in the optical mesh
networks. The protection mechanism for these schasfast, distributed and autonomous
[60].

Any lightpath can be considered as different libkeng put together end-to-end. Each
of these links can be provided individual proteatitn case of a link failure, a backup path
replaces only the faulty link, other links in thghtpath remain same. Due to smaller scale
of link and localization of fault, link protectioschemes are faster in response. However,
due to local recovery (Fig.3-3) the total numberhafps may be more and resource
utilization may be less efficient. Another very iartant feature of link protection is that it
can be preplanned once and for all since it isdependent upon specific demand patterns

[61]. With increased speed, the issue of identificaand localization of faults and hence
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switchover to protection link become important. Qreeds to look into how this will be

implemented efficiently. Some link protection sclesnare as follows.

Primary
Path

H G F Backup
| Links

Backup
Path

Figure 3-3 Link Protection

e RING COVERS

The mesh network is presented as graph in whicle mepresents a vertex and each
link is represented as edge. The entire netwodkvisied into smaller cycles (rings) in such
a way that each edge comes under at least one dywee is one extra fiber for protection
along the cycle. The protection fiber along theleyprotects the whole cycle. In this
approach, an edge may be covered by more than yahe. &Vith fiber based protection
every cycle requires four fibers (two fibers fordiectional working paths and two for bi-
directional backup paths). Therefore an edge coMeyawo rings requires eight fibers, and
an edge covered bR rings requires4R fibers. Thus the fundamental problem is to
minimize the redundancy of protection fibers. Hoaevn most cases, the redundancy

required is more than 100% [61], [62].
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e DouBLE CycLE RING COVERS

The mesh networks are represented as directed gi@bjraphs). Each edge of the
digraph has a pair of unidirectional working filfbi-directional working link) and a pair of
unidirectional back up fiber (bi-directional protien link). Thus each edge is covered by
exactly two rings. This method reduces redundaa@xactly 100%. All these digraphs are
established at the time of setup of network. Fptamar graph having N verticedN(= 3)
and M edges, the total no of faces will be F= 2+M7Nis includes F-1 inner faces and one
outer face. Thus the required set of protectionlesycan be obtained as in [60] by
identifying all the faces of planar graph. All thener faces are covered in a certain
direction (say anti-clockwise). The outer face s/ered in the opposite direction (i.e.,

clockwise) as shown in Fig. 3-4.

L XS

Figure 3-4 Double cycle ring covers

In non-planar graphs, heuristics are used to fivel double cycle ring covers. These
cycles can then be used as rings to recover trdffi€ig. 3-5, two possible double cycle

ring covers are shown [61] for another fiber togyloin all these cases, four fibers are used

Chapter 3 Survivability Schemes



41

and the recovery is fiber-based recovery i.e. ladl traffic on one fiber is transferred to
another as such in the event of failure. Protectjaanularity is at the level of fiber. With
double cycle ring covers, to recover a failure mk IAB (Fig. 3-5), the traffic which is
going from A to B may be recovered by Ring 4 thfoddCEFGHB, and the traffic in the
reverse direction i.e. from B to A is recoveredotigh Ring 1 i.e. BCDA. The two
directions on a link will, therefore, have diffetedelays in their restoration times and may

cause different timing jitters.

A B H G A 5 H G
y 1 Y T L r L 1 L y
Ring 1 Ring Z Ring ¢ ) 1 T ]

D c E F e —

D C E F
Ring 4 — 3
(a) (b)
Figure 3-5 Double cycle ring covers, (a) Ring 1, Rg 2, Ring 3 are in clockwise direction, Ring 4

is in anti-clockwise direction, and (b) another posible double cycle ring cover
e (GENERALIZED LOOP BACK RECOVERY

Application of ring recovery schemes (ring covensl alouble cycle covers) to mesh
based networks requires more hardware, and henseniore expensive. Further, as nodes
are added or networks are interconnected, ringcbstsectures may be difficult to preserve,
thus limiting their scalability. Therefore, anotregproach more suitable to mesh networks
has evolved [61], [63] and is known as Generalilap back recovery. This method is
applicable to arbitrary two-link-redundant and tmode-redundant networks to restore
services after the failure of a link or a node estpely. A two-link (node) redundant

network remains connected after the failure ofndk Ijnode). As in ring cover schemes,
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network is represented by graphs and failure ofink Inode) is mapped to the

disappearance of an edge (vertex) in the correspgrgraph. In generalized loop back,
pair of conjugate digraphs are used for routingnpry path and reservation of protection
path respectively. Traffic flows in the primary chgh and protection is provided through
the use of its conjugate, the backup digraph. Tdegaphs are calculated only once before
the network is put on line for the first time. Theuristic algorithms have been proposed
[61] to calculate the recovery loops. In the evehfailure, nodes adjacent to the failure

simply flood the pre-established backup digrapthraffic of the failed link.

Figure 3-6 Generalized loop back recovery

Consider Fig. 3-6, for simplicity, only unidirectial conjugate digraph is shown. The
primary digraph is shown in solid lines and backigraph is shown in dashed lines. Let's
say there is failure in link BC. The traffic is sshed over to backup digraph. The backup
digraph is flooded with the backup traffic by nd8i@nd the backup traffic finds its way to
node C. There can be two possible backup paths B[ C) and (B A E F C) for the
traffic. The protocol ensures that only the trafMich arrives at a node first, is forwarded
to the output ports. Traffic, which arrives subsatjly, is simply discarded and the node

that sends out this traffic is notified by meansaohegative acknowledgement message
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(NACK). After receiving a NACK, the node stops famding traffic to the corresponding

out put port. Therefore only one of the two possiiths is actually established.

Fiber 1
Eiber 2
Fiber <

|| Eibere \

Figure 3-7 Fiber based recovery

In generalized loop back recovery, the protectiwriiber based i.e. the entire traffic
carried by a fiber is backed by another fiber. Bodirectional traffic flow, fiber based
restoration requires four fibers as shown in Fig.3ere fiber 1 and fiber 2 carry primary
traffic. Backup is provided by fiber 3 for fiber dnd by fiber 4 for fiber 2. Loop back
recovery scheme is further extended to WDM baseg lmack recovery, where protection
paths are reserved at wavelength level. It requndgtwo fibers. Fig. 3-8 illustrates WDM
based recovery. Primary traffic is carried by fileonil and by fiber 2 on2. Back up is
provided byAl on fiber 2 (forrl on fiber 1) and by2 on fiber 1 (forA2 on fiber 2). The
main advantage of WDM based loop back recoveryesysiver fiber based system is that

only two fibers are required in the former, wheraaseast four fibers are required in the

latter.
_Ba_ck_up_Pgt_ Working Patt
‘ Fiber 1 '
Fiber 2
—_— ==
A2"" Working Patl Backup Pat *h
Figure 3-8 WDM based recovery
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Figure 3-9 p-Cycles, (a) pre-connected spare resources, (b)ltae on p-cycle, (c) failure on

straddling link

e P-CYCLES

The recovery is very fast (50 ms for SONET ringscdssed in the next chapter) in
ring-based networks. However, these networks asfficirent and inflexible [64] as
compared to mesh-based netwongsCycles are the result of efforts to obtain rinkeli
speed and mesh like efficiency and flexibility. Téare capacity of the network is pre-
connected to form a closed structure analogousn@. Mhe closed structure can now
provide protection on the shared basis to all theyle links as well as chords (straddling
links) of the closed structure. These closed stimest are calleg-cycles. Since spare

capacity of the network is pre-connected, henchy, oo switching actions (as in rings) are
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needed at the end nodes of the failed link, tocdwiibe traffic on the back up path, in the
event of failure. Fig. 3-9(a) shows an exampl@-af/cle. Solid lines represent tpecycle.
This is pre-connected cycle of spare resourceladimks. Fig. 3-9(b) shows the failure on
the cycle. In this type of failure, thpecycle recovery acts as ring recovery and theitraff
the failed link is switched to the other side oé ttycle. Fig. 3-9(c) shows the recovery in
case of straddling link failure. A straddling lirdkkone that has its end nodes onfaycle,
but itself is not the part of thecycle. In case of straddling link failure ‘AJ’, baprotection
paths are available viz. ‘ABJ and ‘AFHGIDCJ'. Tkey difference betweep-cycles and
any ring or cycle cover is the protection of stiauyl link failures. The efficiency of
covering these links is double than that of thecgele failures because two backup paths
are available from each side of fhxeycle.

It has been found [64] that a setmtycles can cover all span failures with threeixo s
times less capacity than required with ring covefence, p-cycles offers mesh like
capacity efficiencies. Another advantage is duéheofact thap-cycles are formed in the
spare capacity only. Hence, they can be rearrangquer the changing traffic patterns as
needed. They are formed only after routing of tleekimg paths. Henceg-cycles will not
affect the flexibility of mesh networks. Howeveeyveralp-cycles may be required to cover
an entire network, hence managemerg-oycles becomes very critical.

The p-cycle technique has combined the advantages gdatiteand the span protection
techniques as well as that of ring and mesh priotetechniques. The work in this thesis is
based on the-cycle technique. Hence, tipecycle technique will be discussed in detail in

the next chapter.
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3.2.3 PATH SEGMENT PROTECTION

The scheme has been evolved to combine the adesntdgpath and link protection
schemes. In this scheme, instead of a path orka dirsegment of the path is protected.
Every segment will have its own backup path, antheevent of failure in a segment, the
traffic is switched over to the backup path of g#egment. Now, even those paths which
may have some common links may share the backupipat segment in which the paths
are link disjoint. Thus, it provides more capaafficiency than link protection schemes,
and as segments are shorter than path, restoratfast. This scheme has also been called
Short Leap Shared Protection (SLSP) [54]. The waylaf this scheme is shown in Fig. 3-
10. The primary path P1 is divided into two segrmesegmentl and segment2, then for

each segment a separate backup path is provided.

Primary path

segment 1
Primary L3 -,-,:\f ol i P e £ Primary path
PathPL = = — Ot F % segment 2

&

4D Y X1 E
£ P \
<
[ .“. \ : N \
| A . . F \
| i b R4 |

: /
\\ ..... ..J.. //\ ] " o /

Backup path for
Backup path for segment 2
segment 1

Figure 3-10 Path segment protection

Two variants of the scheme are available in therdiure, either the working path is
divided into multiple segments or network itselfdivided into sub-domains. The shared

backup paths are found for each segment of the iagngath or for the portion of the
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working path in each sub-domain. Now, the link @lisj constraint of the SBPP is to be
applied to a segment or sub-domain only.

How to divide a working path into several segmesisn important problem in the field
of path segment protection. In [32], [54], [65]-[6@arious heuristics and integer linear
programming models have been developed to dividembrking path into optimum set of
segments, mostly to minimize the spare capacityp ancrease the restoration speed. The
same concept has been used in the dynamic sceoadompletely restore the paths in
multi-link failures which results in at the mosteofailure in any SRLG [68]. The main
objective of all the models is to provide fast oeation with minimum capacity. All the
models and heuristics make tradeoffs between obgsctand complexities. The sub-
domain division of the network, to increase theéoegion speed and to minimize the spare
capacity has been discussed in [70]-[72].

The advantages of this scheme are fully distribetadputing process, service recovery
time guarantee by limiting the size of segmentsudr-domains, capacity efficiency, and
scalability. However a major disadvantage is tloegase in signaling complexity.

Various protection mechanisms, performed in thecaptdomain have been discussed
in the previous sections. These schemes offer akeadvantages as well as disadvantages.

In the following sections, their merits and deneate presented.

3.24MERITS

. Optical layer is relatively closer to most of thsual faults that occur such as
cable cuts. The detection of failure is fast fas tlyer. The amount of signaling
required to perform protection is less. Hence failtecovery in optical domain is

expected to be faster, compared to those provigduddher layers.
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Optical layer failure recovery can protect maagges, which do not have built-
in recovery mechanism or whose recovery mechargstow (e.g. IP services).
The optical layer provides lightpath to higheydes. A single lightpath may be
used to carry a large number of higher layer cotimes and an optical fiber may
carry several such lightpaths. Hence even a siiaglee (e.g. link, node or fiber
cut) may affect a very large number of higher lagennections [73]. However,
protection in the optical domain may involve jus2x? switch to switch over to
another fiber in case of fiber cut or by passing link (node) in case of link
(node) failure. Hence, protection can be done wiblarser granularity in the
optical domain reducing the switching cost sigmifity.

The additional resources required for protectiothe optical domain are shared
among multiple higher layer connections and hetite,resources can be better
optimized by optical layer protection schemes.

Optical layer failure recovery schemes allow tmid the virtual topologies,

which may be resilient to single fiber failures [746].

3.2.5 DEMERITS

The optical layer protection schemes can not leattt failure of higher layer
electronic equipment or nodes.

It cannot monitor higher bit error rates hencdhis case, protection switching
cannot be done in the optical layer [61].

Due to coarser granularity it is very difficult forovide different levels of
protection to different classes of traffic.

The alternate paths are not optimized and hengebmaery large.
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In optical layer protection schemes, in the evdm ¢ailure, the fault is detected and
with the help of simple switching the traffic is isshed over to a pre-computed backup
path for which resources are already reserved. Mery¢hese schemes cannot protect the
faults occurring at higher layers e.g. network rifastee card failures & IP router (node)
failures. In many network-operating scenarios, dpécal layer protection may not be a
technically or economically feasible option. Themay be an internet service provider
(ISP) operator having a logical network which isséxh on leased line services from
physical layer service providers. Such an operafitirrequire failure recovery schemes
which are in his own control i.e. in the logicakwerk plane. This is either because control
of (or may be even knowledge of) the physical lagemot available to him or the optical
layer service provider may charge more to provaikeife recovery in the optical layer.

At a higher layer, an alternate path can be wodkgdn the basis of an algorithm after
the failure. Higher layer can also take ‘prioritiego consideration. Thus the process can
be more intelligent. This is known as restoratidowever, if no new path was discovered
for a failed working path, the traffic carried bipat path would be lost. Therefore,
restoration schemes cannot be used for guarantegd/ability. Further, this process is
more time consuming than protection. Hence thishaeism is not used alone. Usually this
works along with the optical layer protection. hetfollowing sections some higher layer

restoration schemes are presented.

3.3 IP LAYER RESTORATION

Conventional IP is connectionless protocol. In dipekr, restorations are best effort in

nature. In this layer, to restore the services tthffic (IP packets) is rerouted by updating
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routing tables at the nodes. This is done autoatiasing OSPF (open shortest path first)
and BGP (border gateway protocol) with the helpik state and route advertisement
messages. However, these are relatively slow psesesFor rapid IP restoration an
interesting idea is proposed in [77]. Here, thecept ofp-cycles has been used at the IP
layer to protect node (IP router) or logical liréil@ires. If there is failure of any logical link,
then the router ports, which terminate the failed,|will be marked as dead, and the usual
link state advertisement update process will bggared. Ap-cycle has already been
assigned to protect the failed link. During thedjnm which global routing update is done
in conventional IP, the packets to be directedh® dead ports, as per their destination
address, are deflected onto theycle. The packets are first encapsulated irp-aytle
packet” and then deflected onto tpecycle. This packet contains the address of pre-
assigne@-cycle and travels through tipecycle. When the packets come at the other end of
the failed link via thep-cycle, the original IP packet is removed from #recapsulating
packet and forwarded on its route towards finatidagon.

This scheme can be used to restore failure ofg@lesingical IP link between a pair of
adjacent routers. For fiber cuts or physical layailures, which can cause fault
multiplication from one fiber cut to several lodidak failures in the IP layer, the optical

layer protection schemes are best suited.

3.4 MULTI-LAYER RESTORATION

Even the simplified IP over WDM network typicallyomsists of multiple layers.
Different protection and restoration mechanism tayresent in different network layers.

Therefore, two main issues arise with multi-layenmvs/ability,
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. All the layers may try to rectify the same faultsang ‘chaos’.

. During faults, spare resources have to be preseteing used by each layer.

Multi-layer recovery can combine the merits of oglilayer and the higher layer
schemes. In order to do this, inter-working betwddferent layers is required. The inter-
working between different layers is called ‘esaalat [14], [18], [78], [79]. Escalation
strategies deal with issues such as when to staf, and how to coordinate activities of
protection and restoration mechanisms in differayers. There are three types of
escalation strategies

. Parallel strategies

. Sequential strategies

. Integrated strategies

3.4.1 PARALLEL STRATEGIES

In this escalation strategy, different protectiomd arestoration schemes are activated
simultaneously in the event of a single failure. &fftone scheme recovers the failure, all
other schemes stop. This is fast and no commuaicati coordination is required between
different protection and restoration schemes. Harethey may contend for the same
spare resources and may obstruct each other. Bnerefficient spare capacity sharing

mechanisms are required. Such resource sharinghesh&re given in [79], [80].

3.4.2 SEQUENTIAL STRATEGIES

In these strategies, the protection and restorademes in different layers can be
activated sequentially in an order. Either they baractivated from top-to-bottom i.e. top-

down strategies or from bottom-to-top i.e. bottomstrategies. In the top-down approach,
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the recovery actions are activated in the top @sglpossible) layer, and the lower layer
schemes are activated only if higher layer canestiore the traffic. An advantage is that it
can differentiate traffic with respect to the seeviypes. Thus high priority traffic may be
restored first. However, this is more time conswgrapproach. In the bottom-up approach,
the recovery starts at the bottom (lowest) layeengtthe failure is detected. Higher layer
restoration is activated for the traffic, which nah be restored by lower layer. This can
achieve fast recovery at much coarser granulafitymers are used to activate different

layer protection and restoration schemes.

3.4.3 INTEGRATED STRATEGY

The integrated strategy is based on a single iatedrmulti-layer recovery scheme. This
recovery scheme has a full knowledge of all thevoét layers and it can decide about the
recovery action i.e. when and which layer (or Isyes activated to start the recovery
process. A good example of this scheme is givgA0h In this integrated scheme, GMPLS
(Generalized Multi-Protocol Label Switching) contptane is used to combine the network
state information from both IP and WDM layers. Tlisheme dynamically allocates
restorable bandwidth guaranteed paths in IP oveMMBtworks against optical link/node
failures. It has been shown that integrated schempsove the network performance. The
integrated approach is most flexible one but atdbst of increased complexity due to

requirement of intelligence in the network.

3.5 CONCLUSIONS

Several protection and restoration schemes hava bmeewed in this chapter. In

optical layer protection schemes, the path praiacschemes provide better resource
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utilization at the cost of more restoration timel @omputational complexity, whereas link
protection schemes can provide fast restorationcapacity can be provisioned once and
for all. However, resource utilization will be thesue in link protection schemes. Path
segment protection concept came as a result of icamgbbest of path and link protection
schemes.p-Cycles, a span protection technique have addrettse=dssue of resource
efficiency and improved the resource utilizatiomgsprotection of straddling link failures
also. Due to their pre-connected structures, fasbration is inherent property pfcycles.
Thus,p-cycles may be one of the promising schemes facaldayer protection.

Optical layer protection schemes provide protectainthe fiber level i.e. coarser
granularity. All the lightpaths (thousands of coctiens at higher layers) in a single fiber
can be protected simultaneously in fiber level gcbon schemes. However higher layer
node (IP router) failures cannot be recovered iticaplevel protection. Higher layer
restoration schemes take care of failure in IP higther layers. Use of higher layer to
recover the failures of lower layer like fiber cusnot advisable due to fault multiplication
problem i.e. a single fiber cut result in the feglwf thousands of connections at higher
layer.

The integrated schemes can be used to combineetteob optical layer and higher
layer protection and restoration schemes. The pal&vel failures are to be recovered in
the optical layer schemes to avoid the severe pnoldf fault multiplication towards the
higher layers. Along with this, higher layer schenoan be used to recover higher layer

node (IP router) failures or single link failuresthe higher layers.
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CHAPTER 4
P-CYCLES

p-Cycles are the results of efforts to provide retion in the mesh topology at high
speed comparable with the restoration speed pro\bgeautomatic protection switching in
SONET networks which uses ring topology. In thdolwing sections, first a brief review

of the ring protection in SONET networks is presernd thep-cycles are discussed.

4.1 RING PROTECTION IN SONET

Most of the SONET networks are connected in thenfof rings. In these networks the
protection is provided by self healing rings useagtomatic protection switching (APS)
protocol. With point to point links of SONET, theP& is used to provide 1+1, 1:1 and 1:N
protections. These schemes are same as discussetseaction 3.2.1. The APS protocol is
used to send the failure and switching informatmthe upstream node.

In point to point links, with 1+1, no protocol ie@ded as signals are transmitted
simultaneously on two different channels and asnsas the loss of light or signal
degradation is sensed the receiver simply switcves to the other channel. With 1:1, as
per the simple APS protocol, when any node detbetsoss of light or link failure, it stops
transmitting on the working channel and switchesroto the backup channel for
transmission [22]. With this method, the other n@dso need to become aware of the
failure, and will switch over to the backup chanral case of 1:N, after the detection of

failure, as per the APS protocol, the receivingentmbks for the back up channel. If the
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backup channel is available, the node sends thdifidation of the failed channel on the
spare channel. The other node confirms back th#tifaation of the failed channel on the
spare channel, and then the transmission startee@backup channel [37]. The above is
needed because for N channels, there is singlaupatiannel.

SONET rings are the extension of point to point AP& these rings the recovery time
required is less than 60 ms. This time includedurfai detection, switching time,
propagation delay in ring and re-synchronizatiomede are called Self-Healing rings as the
failure detection and switching to protection fiberdone automatically using APS. There
are two types of SONET rings which are most wideded —unidirectional path switched
rings (UPSR) and bi-directional line switched rin@.SR) [32]. As the name suggests

UPSR works at the path level and BLSR works atitieelevel.

4.1.1 UNIDIRECTIONAL PATH SWITCHED RINGS

With ring topology, unidirectional path switcheagi(UPSR) provides 1+1 protection.
As shown in Figure 4.1, two fibers are used, onewasking fiber and the other as
protection fiber. The traffic is transmitted sinarieously on both the fibers (in clockwise

direction on the working fiber and in anticlockwidieection on the protection fiber).

Working Fibe Working Fibe

Figure 4-1 Working of a UPSR, (a) before failure, ad (b) after failure
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The receiver monitors both the paths and the diffeation between working and
protection is arbitrary. In case of failure or agdegradation, the receiver simply switches
to the other path. The monitoring is done on patpath basis and switching is performed
for a path, not for the entire line. The restonatis very fast as it requires no signaling.
However, fast restoration is achieved at the cbstsource efficiency. As the traffic flows
only in one direction, the path lengths are obJipuarge for some nodes in the ring
topology [22], [32], [37]. A more efficient methadl BLSR, which is discussed in the next

section.

4.1.2 BI-DIRECTIONAL LINE SWITCHED RINGS

BLSR is based on 1:1 APS. It has two variants, fiser (BLSR/2) and four fiber
(BLSR/4) rings. The traffic flows in both directismn the BLSR. It requires some amount
of signaling and it is rather 1:N APS in terms igingling, as both nodes adjacent to failure
need some coordination and signaling before switclover to protection resources. The
SONET uses line-level K1, K2 bytes in SONET fraragoerform signaling. Four bits in
K1 and K2 are reserved for destination node ID &rdsource node ID respectively.
Hence, maximum number of nodes in a BLSR can bg @6l BLSR rings perform
switching at the line-level, and in the event afuiee, entire traffic of the span is switched
over to the protection fiber. One of the advantagfdBLSR is that the capacity reserved for
protection can be used to carry low priority traffvhich can be pre-empted in case of

failure.
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« BLSR/2

In this case, there are only two fibers, and wagkiraffic is flowing in both of them
through shortest path in opposite directions asvshim Figure 4.2. Equal amount of
capacity is used for working and protection in btith fibers. The protection capacity of
one is to be used for the working traffic in oppesilirection of the other fiber. Ring
switching is used with BLSR/2 rings to restore tomnection after failure. The working
traffic of the failed span is loop backed into theotection capacity of the other fiber

carrying traffic in opposite direction [22], [33B7].

Figure 4-2 Working of a BLSR/2 Ring, (a) before fdure, and (b) after failure

« BLSR/4

In BLSR/4 there are four fibers instead of two ibSR/2. Two fibers are used to carry
working traffic, one in clockwise and other in aadbckwise direction as per the shortest
path. Remaining two fibers are used to providegutotn to the two working fibers. Ring
switching is performed in the same manner as inBRSin the event of failure, the traffic
of the working fibers are switched to the two sepaprotection fibers. With BLSR/4, span

switching is also feasible. Span switching can edgomed if a transmitter or receiver of
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the working fiber fails, then traffic can be swiéchover to the same span of protection
fibers as shown in Fig. 4.3. Span switching catmetsed if there is fiber cut, because the
protection fibers usually are not routed separdfes the working fibers. In the event of
fiber cut, ring switching is often used.

Just double bandwidth is available with BLSR/4 tiBirSR/2, and BLSR/4 can handle
more failures than BLSR/2 due to span switchingweler, ring management is more

complicated in BLSR/4 [22], [32], [37].

. RN
Working traffic. : it

T

: §\\ Working Fibers
\ \Protection Fibers
o A i {Protected traffic \

E /

D

Figure 4-3 Span Protection in BLSR/4

4.2 P-CYCLES

The restoration time less than 50 ms is requirempgnty of self-healing rings of
SONET. In the ring structure, after the detectidnfailure and signaling, only two
switching actions are required at the adjacent s@d¢he failed span to restore the traffic.
Such a fast restoration can be provided with 14th peotection in case of mesh networks.
However, this requires a lot of spare capacityinasther words it is not capacity efficient.
For the mesh networks the problem has been solvéd pcycles, which were first

reported by Prof Wayne D. Grover, Demetrios Statakite and group [81].
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It is very interesting to know that at the time iavention of p-cycles, inventors
themselves could not believe the achievable capafiiciency of thep-cycles. Initially,
they thought that the capacity efficiency is duestone ‘mistake’ [37]. When they could
not find any error, then with the help of “Clamgheliagram (spare and protected working
capacities are shown in two different planes), tbeyld find that the reason for capacity
efficiency is straddling links on which two unit6working capacity can be protected [64].
This feature is not available with ring protectiamd this is the key feature to provide mesh
like efficiency. Thus, for straddling spans no speapacity is required to form tipecycle,
and two units of working capacity on straddlingrspaan be provided protection as shown
earlier in Fig 3.9. Further, thecycles provide 1:N shared protection like BLSRatbthe
on-cycle spans. The second feature, of ring likeedps attributed to pre-configuration of

p-cycles again like BLSR rings.

4.2.1 P-CYCLE FORMATION METHODS

On the basis of work reported in the literatures thethods for the formation @k
cycles can be categorized in many ways. One otdlegorizations may be based upon the
computation method, i.e. thiecycles can be formed in a centralized way or tbay be
formed in a distributed manner. The other categtion may be based upon the ordep-of
cycle formation and routing of working demands. Pheycles can be formed after routing
of working demands or jointly with working demands first p-cycles are formed and then
demands are routed as per the available protectipacity. Further classification may be
based upon the method used for optimization. Fa dptimization, ILP, genetic
algorithms, Swarm Intelligence or some other héigascan be used. The classification

covering all the above aspects is shown in Fig 4.4.
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Methods for Formation of-cycles

Centralized
Methods

Integer Linear

Methods Based on

Distributed

Metl

hods

Distributed Cycle
Pre-configuration

Swarm Intelligenc

Programming Heuristics
Methods
Spare Capacity Joint Working Capacity Capacitated Heuristic p-Cycle| | Genetic Algorithn
Optimization Optimization Optimization Iterative Design Selection
Algorithm
Figure 4-4 Classification of thep-cycle formation methods
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e CENTRALIZED METHODS

In this method, a set gi-cycles is found from all the possible cycles of tetwork
graph, to protect all the working capacities on #pans. There are various methods
discussed below to perform this operation.

i. Integer Linear Programming Models

Three different models have been used for optinumatn the first model, only spare
capacity is optimized, second model is for joinpaeity optimization where working and
spare both the capacities are optimized jointlytHa third model, concept of protected
working capacity envelope (PWCE) has been usedt, Rine protection capacity in the
form of p-cycles is found and then the demands are routesiéh a way that they are
protected.

» Spare Capacity Optimization (SCO)

In this approach, all the cycles of the networkpgrare found in advance using search
techniques [32]. The working paths are found witly auitable algorithm as per the traffic
matrix. Then from all the cycles of the network et sf p-cycles is selected, using an
optimization model, to protect all the working ceji@s on the spans of the network. This
problem falls in the class of NP-hard problems [8@jwever, this is usually formulated as
ILP problem. The ILP model for the above is relalwsimple and can be solved very
quickly. The optimization objective is to minimitlee capacity required for the formation
of p-cycles [83]. Thep-cycles obtained by this model have been callea ppaycles [66].
Most of the study op-cycles is based on this method. The basic modaeked in [83], is

given below.
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Sets:
W; Set of working paths passing through failed spadexed byr.

S  Set of spans, indexed py
P Set ofp-cycles indexed bp.
Parameters:

c; Cost of span (assumed to be one throughout the present work).

w. Working capacity on span

r7 Equal to 1 ifp-cycle p crosses spaj, 0 otherwise.

ij Equal to 1 if thep-cycle p protects spafas on cycle span, equal to Joitycle p

protects spamas straddling span and O otherwise.

Variables:
SP; Spare capacity required on sgan

n®  Number of unit-capacity copies pfcycle pin the solution.

Minimize: chspj (4.1)
0j0s

Subject to:

w, < > (xP.nP) Ojios (4.2
OpOP

sp, = ) 77N’ 0jos  (4.3)
OpOP

n®>0 OpOP  (4.4)

Equation (4.1), objective function minimizes th&atspare capacity used to form tre

cycles. Equation (4.2) ensures that all the worldagacity of every span is protected for
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100% protection for single failures. Equation (4@dvides sufficient spare capacity on
every span to form thecycles.

Based on this model, the setptycles have been found with various other consisai
also. In [66], [84] the flowp-cycles have been found to protect the path segmigintthis
method but with a separate set of constraints. cimeplete path protection wiftrcycles
has also been determined using ILP model [58],,[f8]. To restrict the restored path
length, hop limited and circumference limitpetycles have also been found with an ILP
model [86]. In this case, there is an additionalstraint which restricts the protection path
length by the hop limit. Because of this constrainé minimum capacity required for the
formation of p-cycles is relatively higher in this case. Shapedycles have also been
reported for the protection of WDM networks [87]hel set of share@-cycles has been
found with the same objective function but with ®more constraints. In [88], with the
help of ILP modelp-cycles have been found to provide protection ajassmgle SRLG
failure. The ILP model has also been used to fimel g-cycles such that end to end
unavailability of the restored path remains witthe unavailability bound required by the
user [89].

The total number of cycles in a large network withh degree of connectivity will be
quite large. Various heuristic algorithms are afa#d [90]-[95] for pre-selection of
appropriatep-cycles from all possible cycles of the networkeduce the size of the set of
candidatgo-cycles. This reduces the solution time of ILP.

» Joint Capacity Optimization (JCO)

In the first model, only the spare capacity is mjited with the constraints of protecting
all the working capacity of every span. The secarudlel provides the optimization of total

capacity i.e. spare plus working. The demands areauted in advance to find the working
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capacity, instead the set of working routes aradofor each source-destination pair. From
the set, the working paths for each source-destimgtair are selected along with the

placement of spare capacity to optimize the togglacity [37], [96]. The model [37] is

given below.
The additional variables and parameters over amyealthe ones used in SCO, are
given below
Sets:

D Set of demand pairs having non zero demand guiex ,

E' Set of eligible working routes for demand phjiindexed bye

Parameters:
d' The values of demand for each demand pdinteger).
f“®* Demand units fot" demand assigned to théheligible route (integer).

A% Equal to 1 if the"working route for thet” demand passes through sparD

otherwise.

Variables:

W, Working capacity on spajn

Minimize: DZDSCJ- (w; +sp,) (4.5)
]
Subject to:
di=3 fue OtOD (4.6)
OelE
wp = Y FheAYe s (4.7)
OtOD OeldE
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s, =2 7t n’ 0jos (4.8)
OpOP

w, < > xP.nP 0jas (4.9)
OpOP

nP >0, OpOP (4.10)

s; 20, w20 0jos (4.11)

The objective function Equation (4.5) minimizes tbest weighted total capacity
required for routing of working paths and for prdivig protection. Constraint (4.6) ensures
that all the demands are routed, and constraii) @lves the amount of working capacity
on a span. Equation (4.8) provides sufficient spaacity on a span required by all the
cycles of the solution set. Constraint (4.9) ensuhat protection provided by all the
cycles of the solution set is sufficient to protatitthe working capacity of the span. The
results of SCO and JCO have been compared in J9.comparison clearly establishes
the superiority of JCO with respect to capacityuisgment. However, the solution time is
much more in case of JCO as compared to only s@guacity optimization in SCO.

JCO has also been used to optimize the capacibputitusing all possible cycles of the
network [97]. It can select only from the fundanamycles that have no straddling links.
The non-simple cycléshave also been considered in the solution. Howehis approach
is suitable only for planar networks. With non-slep-cycles, the model outperforms the
simple cycle ILP models. The advantage of non-s&pgtycles in terms of capacity, over
simple p-cycles has also been shown in [98]. Again the lerabhas been formulated as

JCO.

% The cycle which passes through a node or a spas,ti8 known as non-simple cycle.
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» Working Capacity Optimization

In this model, thg-cycles for protection are found first and then wWarking paths are
routed within the protection domain. The concepitrniswn as protected working capacity
envelope (PWCE). The objective is to maximize tlerking capacity which is protected
with the set op-cycles found in the ILP model. There can be mamplem formulations
depending upon the type of inputs given. The tosglacity of each span may be given, or
only the spare capacity of each span may be giVbese cases have been extensively
explored in [99]. The model is given below, for ttese in which spare capacity of each

span is given to begin with.

Maximize: ZWJ

Oj0S
Subject to:
PP
w, < > (X)) gios (4.12)
OpOP
sp, 2 Y. mPn® 0j0S (4.13)
OpoP

If total capacity of the spans is given, then tbhestraint given below, is also added
T, 2w, +sp, 0jos (4.14)
whereT, is the total capacity of spgn

PWCE concept has also been used for dynamic traftie incoming requests are
routed in the available capacity which is protecigdO], [101]. The nature of dynamic
traffic is random. The connection requests arrivel alepart randomly. To provide
optimization to the dynamic traffic scenario, théaptive PWCE (APWCE) has been

proposed in [102]. The APWCE slowly adapts to thanging traffic scenario with re-
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optimization process using ILP based on the prevenwvelope. The objective is to provide
protection to as many demands as possible witlEratailable capacity constraints.

Lot of work is available in the literature, based IbP methods, basically to optimize
the capacity, spare or working or both. Solutioresavailable for static as well as dynamic
traffic scenarios. They can be solved with ILP medery quickly only for small networks
and are very useful to perform in depth studiestarghin insight in th@-cycle techniques.
The actual networks are usually much larger. Néedess,p-cycle techniques can be
applied with many heuristics algorithms which aigcdssed in the next section.

Ii. Methods Based on Heuristics

The heuristic algorithms provide solutions in a mgmaller time at the cost of reduced
capacity efficiency as compared to the ILP moddtswever, the solutions are usually very
close to optimum values.

» Capacitated Iterative Design Algorithm (CIDA) [103]

The heuristic uses straddling link algorithm (SUAD] to find the set of candidag
cycles with a single straddling link and then lageles are formed by ‘add’, ‘join’,
‘expand’ and ‘grow’ operations. Then the set ptycles to protect all the working

capacities of the spans are found using CIDA. Tdtea efficiency of g-cycle is defined

as
D, W]
AE (p) = =5
Z Cj (4.15)
Ojos|xf=1

Here,w; is the unprotected capacity left on the spahthe time of calculation of actual

efficiency. The term in the denominator of the tigand side gives the total cost of fre
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cycle. The actual efficiency of evepycycle in the set of candidapecycles is calculated as
per the current working capacity values. The bestexp-cycle is selected and the traffic
protected by thip-cycle is subtracted from the existing values efworking capacity. The

process is repeated until all the working capasitprotected. The CIDA-grow algorithm
performs best and requires just 5.9% more cap#duty the ILP model [103].

The work in [104] is almost similar to the heustiscussed above. However, for
finding the set of candidagcycles, the algorithm given in [105] has been usdigr that
CIDA is used to select the final setmtycles.

» Heuristic p-Cycle Selection (HPS) and Refine Selected Cyclé&SC) [106]

The set of candidatp-cycles is selected using modified version of SMKith the
modified version, all the cycles of the network aedected by finding K shortest path
between two nodes of all the spans. By joining suoh paths, a cycle is formed and then
by increasing the number K, all the cycles of teenork can be found.

The HPS selects thp-cycle on the basis of cycle weight, the waste ciypathe
effective straddling span factor, and the actuatgmtion capacity. The cycles which are
passing through the spans having zero spare cg@aeiremoved before every search. The
cycle weight is defined as the ratio of the totalial protected capacity with the powefa
control parameter) to the total spare capacityiredu

If a cycle is passing through a span with zero wwylcapacity, then the cycle is not
protecting any on-cycle capacity and the capaggduby the cycle is considered as waste.
The waste capacity of the cycle is found by addimegwaste capacity of all the spans of the
cycle. Thus a cycle with a lower value of wasteazdty is better.

Similarly, the effective straddling span factor dgalculated by finding the actual

capacity protected by the cycle on all of its ditay spans. The actual protection capacity
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is the total of actual capacity protected by fheycle (on a straddling spamcycle can
protect two units of capacity, however, there mayohly one unit of unprotected working
capacity on that span, then the actual protectgacity will be one for that span).

The cycles are compared on the basis of the abmweféctors and the best cycle is
selected. The search is repeated till all the waykiapacity is protected.

The set of selected cycles is again refined usi®§ RTwo or morep-cycles are
replaced with a singlp-cycle if the total protection capacity remains sia@ne with smaller
amount of spare capacity used by rmewycle.

» Genetic Algorithm [107]

The genetic algorithm has been used with genenalidiee search technique. In this
work a priori efficiencyAPE(p) of ap-cycle is defined as

2 X

APE (p) = & —

S, (4.16)

DjosixP=1

The actual network protection capacity ANPE is wiefi as the ratio of total working
capacity of the network to the total spare capacgigd by the-cycles to protect all the
working capacity in the network.

The ANPE is used as the goal function. A set gf-tanked’p-cycles are selected from

the set of all the cycles of the network based logirta priori efficiency. With the

optimization process of the genetic algorithm, dpimization variablen® (number of
copies ofp-cyclep, it may be 0 also) for top-rankgecycles is calculated (for more details
the reader is referred to [107]). This will giveethequired spare capacity in the network

and then goal function can be calculated. The tyuafia given solution is obtained by the
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goal function which directs the process of seagloptimal solutions. However, the results

of genetic algorithm have not been compared with dic any other heuristic in literature.

e DISTRIBUTED METHODS

The above algorithms are centralized techniquesveier, in the second category i.e.
distributed algorithms, only two methods are aldda—DCPC and Swarm Intelligence
based on ant like agents.

i. DCPC[108]

In this method the-cycles are searched and pre-configured in theespagpacity with
DCPC (Distributed cycle Pre-Configuration) protoc@gain the working paths are
established with a suitable algorithm as per ta#i¢rmatrix, then thep-cycles are formed
in totally distributed manner using DCPC in the a#mng capacity of the network. As
shown in [108], this method is very near to optimsoiution. In this method, a self-
organizing strategy for the autonomous deploymémi-oycles has been developed. With
this strategy, the set of thecycles continuously modify themselves with changethe
working capacities, to remain optimum. It has ladl advantages of distributed protocols.

This protocol can be implemented in any real neftwor the deployment gp-cycles
with optimality. The DCPC protocol builds up on thtatelet broadcasting. The statelets are
information bearing packets with some defined fellhe broadcast rules of the statelets
are based on the self-healing network (SHN) prdtga@n in [109]. The algorithm runs in
the background without affecting the routing of Wing paths angb-cycles are formed in
advance of any failure. However, only opeycle is obtained in one iteration of the

algorithm, even if there exits multiple copies loé same-cycle.
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ii. Swarm Intelligence System [110]

Swarm intelligence helps in enabling the distribytadaptable and self organized
network management operations. These systems seel loa ‘emergent behavior’ and are
inspired by biological systems. The system consitsimple and similar autonomous
mobile or ant like agents which communicates wittthe other asynchronously. The
management information is disseminated throughethgents whose behavior is similar to
those of ants. The operation of these agents iestlmdependent. Thecycle ant system
used in [110] is based on cross entropy Ants (CESAMhe details on cross entropy are
available in [111]. The communication between ag¢akes place with the messages they
leave or gather at nodes they visit. The aggregatiomessages forms the basis for the
formation ofp-cycles. Thep-cycle search and the traffic switch over tp-aycle may be
performed online in a fully distributed manner.

The swarm intelligence systems are also fully giated with high redundancy and
adaptability. They can be used to find near optiswdlitions to NP hard problems. Details
of these systems are out of the scope of the presek. The interested reader may refer to

[112] for more information on the subject.

4.2.2 CAPACITY OF P-CYCLES

A lot of literature is available on the capacityi@éncy of p-cycles [37], [83], [113],
[114]. The redundancy is defined as the ratio @repgo working capacity and capacity
efficiency is reciprocal of redundancy [37]. It Hasen proved in [113] that in the limiting

case whem-cycle passes through all the nodes of the netwibekredundancy with-cycle

has the same well known lower limit ﬂ);f(a —1) as that for a span restorable mesh network

(where, d=2S/n, Sand n are total number of spans and nodes in the network
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respectively). It has been suggested that the Hammnp-cycles may be the gogdcycles
in terms of efficiency [113].

In [115], [116], it has been shown that the hesycle efficiency can be obtained with
‘flat mesh networks’ where the capacities of alé tepans are identical. In [116], the

redundancy for the homogeneous network (where hal ¢pans have equal working

capacity) is shown to b&/d. This is somehow smaller than the lower bound show
[113]. This is due to the fact that in homogeneoesvorks the total protection capacity of
a p-cycle could not be exploited. The unique featurestcaddling span protection @k
cycles is lost. The double protection on straddbpgns could not be utilized as on every
span the working capacity is same. For semi-homeges networks the working capacities

are double on straddling spans as compared to de-gpans. Then the lower limit of
1/(d -1) can actually be achieved with Hamiltonjaeycles.

D.A. Schupke has derived the condition in whichyotile Hamiltonianp-cycle can
achieve the lower bound of efficiency [117]. Howevthe derivation has been proved
wrong by P. Cholda in [118].

ILP solutions have also shown that most of fleycles of the solution set are
Hamiltonian or near Hamiltonian (just a node ldssntthe total number of nodes in the
network) and some of them are small. The seleadfsmall cycle in the optimum solution
is due to the local concentration of the traffibieTtraffic density between the nodes of a
smallp-cycle is more as compared to the nodes of a lngesle [114].

The high efficiency op-cycles can be attributed to the fact that-@ycle can provide
protection to all the on-cycle as well as stradgllspans simultaneously. In this, the

capacity used to form thecycle has been shared to provide protection tthallon-cycle
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and straddling spans. We can say that/cles are a form of shared span protection and it

can be given the name shared backup span proteci@BSP

4.2.3 TYPES OF PROTECTION

Initially p-cycles were invented and used for link or spangatamn. Due to the specific
advantage of capacity efficiency with fast restoraspeed, they have been used to provide
multiple types of protections. They have been wsgedarious network layers with varying

granularity and even for multiple failures.

« NODE, PATH AND PATH-SEGMENT PROTECTION

Apart from providing span protectiop;cycles can also provide node protection with
the help of node encircling-cycles [77], [119]. The idea was proposed in [7THere has
to be ap-cycle which covers all the nodes adjacent to #iled node but not the failed node
itself, to protect all the flows which are passitigough the failed node. The traffic
originating or terminating at the failed node canhe recovered. The node encirclipg
cycles may not always be simple and there may Ibesmaplep-cycles also (Fig. 4.5). A
network withn number of nodes requiresp-cycles to protect all the nodes with node
encirclingp-cycles. An algorithm to find the node encirclipgycles is given in [119]. The
algorithm is called node-encirclingcycles mining algorithm (NCMA).

The above network model with opecycle to protect a node is not capacity efficiast
shown in [120]. Two more network models have beevetbped with the help of ILP and
shared node-encirclingtcycles (NEPC). In one model, both sides of the NERre evenly

used to route the protection path, whereas in theranodel, the side of the NEPC, to

Chapter 4 p-Cycles



76

which the protection path is routed, is also deteesh making it even more capacity

efficient.

[

[ |

(a) Simple p-cycle (b) Non-simple p-cycle Kn-simple p-cycle
Figure 4-5 Node encirclingp-cycles

The p-cycle technique has also proved to be successfutdmplete path protection
with failure-independent path-protecting (FIR#¢ycles [58], [59]. The idea is to have a
commonp-cycle for all the paths which are mutually dispoamd having end nodes on the
p-cycle. Path protecting-cycles offer all the advantages of SBPP and initaddthe
protection path is pre-configured also. Real timvéching is only required at the end nodes
of the failed path. However, some signaling is remij as in any other path protecting
scheme except 1+1 APS, between the end nodes ftarrpethe switching. If the working
paths are node disjoint also, then node protecsiaiso provided with path protecting
cycles. A fast method to design the FIPP netwodetaon disjoint route set using ILP and
a heuristic to reduce the set of candigatycles for the final set is given in [85].

Flow p-cycles have been used to protect path segmenis Téé flow p-cycle can
protect the flows crossing thecycle. The flows can also pass through the nodeshw
themselves are not parts of thecycles in between these two crossing points. Rew

cycles can also provide path protection, node ptiate and the usual span protection. It
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has been shown that only a very small additionphcay is required to provide 100% node
and span failure [66].

However, the speed of thpecycle is compromised in these scenarios as sognalgig
is required between the nodes which lie onpfeycle as well as on the flow path. More
complexity is involved in finding the node-encirglj, FIPP, and flovp-cycles as compared
to span protecting-cycles. Further, methods of finding thegeycles falls under the
centralized category, whereas span proteqgihagcles can be found in distributed manner

also [108], [110].

e PROTECTION AT VARIOUS LAYERS

Theoreticallyp-cycles can be used to provide protection at amnection-oriented
transport layer [83]. The protection can be prodide IP layer [77], and in SONET
networks [83], [108]. In MPLS networks algacycles can be used to provide protection
with bandwidth efficiency [120].

However, most of the work gocycles is related to WDM or DWDM optical network
protection [84], [87], [90], [100], [101], [104]114], [119], [122]-[126]. In these networks,
usually the protection is provided at the levela@ivelength, where one unit corresponds to
one wavelength. If the same wavelength is used jpgtla on all the links, then the path is
said to be a wavelength path (WP) and the constiairtalled wavelength continuity
constraint. On the other hand if wavelength corersrare available at every node of a path
and the path can have any free wavelength on arkythien the path is called virtual
wavelength path (VWP) and the network is knownedully convertible [37].

The ILP formulation for WP case is given in [128ne more dimension of wavelength

is added to the spare capacity optimization caseudsed in centralized methods (section
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4.2.2). The ILP for VWP case is similar to sparpamty optimization case. A heuristic has
been given for wavelength assignment gnrcycle search (PCS) in [124]. The WP and
VWP are the two extreme cases, one without any lwagéh converter and other fully

wavelength convertible nodes, i.e. at every nodeveavelength can be converted to any
other wavelength. The networks with a few wavelenginverters have been discussed in
[125], [126]. It has been shown in [125] that wahsmall increase in spare capacity,
number of wavelength converters can be reducedfisgmtly. The wavelength converters

are placed at the points where \pHeycles are accessed.

e PROTECTION TOMULTIPLE FAILURES

Many strategies have been proposed in literatur@rtivide dual or multi failure
network survivability. Survivability in dual failes with stati¢ p-cycles has been provided
with ILP formulation in [127]. Survivability in mtiple failures is again provided with
staticp-cycles in [128], assuming that only one failureuwrs in onep-cycle, and in [129]

multi failure survivability (MFS) scheme has beesed to provide survivability handling
one failure at a time. The results show that netwavith highera has higher survival

chances to second failure as compared to netwatkdawer d.

The study in [130] shows that with reconfigurapleycles, the dual failure restorability
enhances. In this study, after the restoration hd first failure, thep-cycles are
reconfigured either a) completely or b) incremdytdh the complete reconfiguration, the
p-cycles are reconfigured in the spare capacity olyoaly, and a new set of optimum

cycles is found to protect second failure. Whilease of incremental configuration, the old

* The same set of p-cycles which are used for sifajjlere protection, has also been used for duatigation.
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p-cycles are retained and some ngwycles are deployed to protect second failure. The
study in [131] compares the reconfiguration metlddo-cycle with two step dynamic
repair ofp-cycle. Two effects are observed on theycle, first the failed span and second
the path provided to protect the working traffic.the dynamic repair method, to repair the
effectedp-cycle, either an alternate path is found to fiee ¢apacity used by protection
path provided by-cycle or another alternate path is found to replde failed span. The
dynamic repair method has been found to be moieiasif in terms of spare capacity
utilization as compared to incremental configunationethod. However, complete
reconfiguration op-cycles after the first failure is the most effitienethod.

Differentiated services has been provided wHtycles using ILP formulation in [132].
Here again, the dual failure survivability is prded to the platinum traffic. It has also been
shown that within the same resources of singleif@isurvivability,p-cycles can provide

dual protection to as much as 30% of all demandlisdriest cases.

e PROTECTION TO DYNAMIC TRAFFIC

Initially the p-cycles have been proposed to be formed in theespgpacity, after the
routing of working paths have been finalized. Hoem\p-cycles can also be used to
provide restoration in the dynamic traffic envircemts. Thep-cycles are formed in
advance and then as per the demands, working @aithsouted in such a way that
protection is available to the working paths. Thsue is how to form thp-cycles in
advance and how to allocate protection capacity.

In [101], the set op-cycles has been found in such a way that proteatmuld be
provided to all the spans, either as on-cycle @dsting span. For on-cycle spans half of

the capacity is allocated for protection. The $gt-oycles has been found again using ILP
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model. As the demands arrive, the working pathsHhasen found using some preferred

routing scheme. The results show thatycle based approach provides better restoration

than SBPP for networks with higher valuesdofor smaller values ofl the reverse is true.
In another approach [133], for every span of thevagk onep-cycle is found using
either SLA [90] or Grow [103] algorithm as set @nclidatep-cycles. Initially nop-cycle is
selected and as per the demand, the working pathuted using shortest path algorithm.
To protect the pathp-cycle orp-cycles are selected from the candidpdeycles. On the
arrival of further demands, the priority is to redbe working path in the protected capacity
available through previously selectg@cycles. If any link(s) in the path remains
unprotected then mogecycle (s) from the candidate set are selecteddtept the link(s).
The concept of PWCE and APWCE (under centralizethaus of Section 4.2.2) have

also been used in [99], [100], [102] for dynamaffic environments.

4.2.4 MPLEMENTATION OF P-CYCLES

The implementation op-cycles in a network is shown in Fig 4.6. A workipgth
through ABC (shown in green colour) is set up frarsource node to a destination node.
Since we are assuming the network to be bidireatiand symmetric, hence, a reverse path
through CBA also exits. There are twecycles — ADCBA and ABCDA (shown in blue
colour) which are pre-configured with the spare awdly to protect the bidirectional
working paths (Fig. 4.6(a)).

Let us consider the failure of span AB. The workpaghs will now be restored with the
protection path provided by thecycles. The working path through ABC and CBA will
now be restored through the protection paths ADEB-oycle ADCBA and BCDA ofp-

cycle ABCDA respectively (Fig. 4.6(b)).
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Figure 4-6 Implementation of ap-cycle
The ring like speed gf-cycle can now be explained. In the event of failof span AB,
two switching actions are performed, first — at @@ to switch the traffic from working
path to thep-cycle and second — at node B, to switch the trafifom p-cycle to the

remaining portion of the working path. Similarlygth CBA will also be restored.
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In the above example an on-cycle failure hasilsf®wn, the straddling span failures
can also be restored in the similar manner. In ocadsé&raddling spang@-cycles provide two

paths. Any one of the two protection paths candbected for restoration.

4.2.5 RELIABILITY | SSUES

The reliability issue op-cycles has not been discussed much in the literaliowever,
it has been shown [134] that, with respect toaininal availability (the availability op-
cycle as a whole) the performancepefycles is inferior to rings, and with respect Wt
terminal availability (for a path), again for onety spans, the rings performs better; for
straddling spansp-cycles have advantage over rings. Further stu@p][shows that the
mean time to failure (MTTF) is also too low fpfcycles and the expected loss of traffic
(ELT) i.e. average traffic loss over a year du¢aitures is quite high. It can be concluded,
based on studies in [134], [135], that from reli@pipoint of view the performance -
cycles is somehow inferior. This is largely duehe fact that the length of thecycles is

usually quite large to make them efficient and teclogver reliability.

4.3 SUMMARY

The versatility ofp-cycles is beyond any doubt. They can provide theaatage of fast
restoration of rings along with the capacity e#fiacy of mesh networks. The reason behind
the ring like speed is pre-connection of spare ciipaf the network to form thp-cycles.
The theoretical limit of capacity efficiency of SBRRan be achieved witircycles because
protection to all the on-cycle and straddling spianzrovided by g-cycle on shared basis.

This protection can also be called shared backap ppotection (SBSP).
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Various methods are available to design the netsvarith p-cycle protection. The-
cycles can be formed either by distributed methodrny real network in real time or they
can be computed centrally and implemented in a odtwMany tradeoffs are available for
designing the-cycles e.g. spare capacity vs. length of restpegtl, computation time vs.
heuristics etc.. They can be implemented at varioeswork layers with varying
granularity. Almost all types of protection likeasp path segment, path and node can be
provided withp-cycles.

However, reliability of go-cycle is a point to be further considered. The thdesirable
feature of capacity efficiency can be achieved veffan protecting largp-cycles. The
main issue then is the length of the restored pHtb. reliability studies show that the not-
so-good reliability is due to the long length o ttestored path.

Another issue is lack of distributed methods fecycle formation. Even with DCPC
method, only ong-cycle can be found in one iteration. In this meththe p-cycles are
formed off-line before the occurrence of failureenbe, calculation time to find all the
cycles, is not so important. However, network lead computational complexities will be
high.

The above issues need to be further investigatedtiam same has been done in this
thesis work. The length of the restored path caredaced with our algorithm for removal
of loop backs. The reliability also increases a#fpplication of the algorithm. Our work on
DCPC reduces computational complexities to a gesdent and simplifies the switch

implementation. Detailed discussions have beermgiveéhe following chapters.
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CHAPTER 5
M ODIFICATIONS IN DCPC PROTOCOL”

This chapter is devoted to the modification in tAREPC protocol for WDM and
DWDM optical networks. As a prerequisite to thisapter, the original work on DCPC
protocol [108] has been reproduced in Appendix AtH{vpermission from IEEE and the
authors). The chapter presents the comparativg steidormed for statelet forwarding rule,
using numpath and then score. After that, the @raptesents the modified DCPC
(MDCPC) which reduces the computational compleixyyfinding all the copies of the
samep-cycle in a single iteration and all the copiestlod samep-cycle are aggregated

together to take the advantage of possibility of&and switching.

5.1 DCPCWITH SCORE OR WITH NUMPATH ?

We have compared the statelet forwarding two ¢oitex in this section. It shall be
noted that the spare capacity is already provisipm@ad DCPC forms thp-cycles only
with the available spare capacity. At the tanderdeso in the first case, the statelets are
broadcast on the basis of their s€owalues and in the second case the statelets are
broadcast on the basis of their numpatraues to form th@-cycles. The score is defined

as the ratio of numpath and hop counts. The numpegtiic gives the units of working

> This chapter is based on the previously publisherk [136].

® A statelet's score is s = (numpaths)/(hopcount).

" The numpaths is the number of useful paths thaidvoe provided by a cycle formed from the unioritaf
incoming statelet’s route and an imaginary dir@etrsjoining the tandem node to the cycler node.
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capacities which can be protected and hop courgsgilie spare capacity used to provide

the protection. The test setup used to perfornsthy is given in the next section.

(c) (d)

Figure 5-1 Test Networks, (a) Netl, 19 nodes, 28asp d =2.94, and number of eligible
cycles=253, (b) Net2, 14 nodes, 21 span,=3.0, number of eligible cycles=139, (c) Net3, 1®des, 23
spans,d =3.5, number of eligible cycles=410, and (d) Net40 nodes, 22 spang =4.4, number of
eligible cycles=833.

5.1.1 TEST SET UP

The test networks Netl, Net3 and Net4 are takem fi22], [82], [108] respectively;
Net2 is NSFNET. Net3 and Net4 (SmallNet) have b@densively used ip-cycle studies.
The test networks used are shown in Fig. 5.1 alerig the number of nodes, number of
spans, average nodal degree)(and number of eligible cycles in the network ¢rapig.
5.2 to Fig. 5.5 show thp-cycles in the solution set of SCO (section 4.2nbdel for Netl

to Net4 respectively.

Chapter 5 Modifications in DCPC Protocol



87

We are assuming that the networks are fully comslettbi-directional and symmetric.
The traffic is assumed to be one unit between eacte pair i.e. unit traffic matrix. The
routes for the working paths have been found whibrtest path Dijkstra’s algorithm using
hop count as metric for one direction. It has bagsumed that corresponding symmetrical
network will exist for reverse direction also. Twerking capacity \{4) on every span will
be equal to the total number of working paths passinrough that span (Fig. 5.2 to Fig.
5.5). These initial conditions have been used fibrttee tests and evaluations unless
otherwise stated. A simulator, developed by usavaJas been used to perform the tests
and evaluate the performances. The ILP models baea solved with CPLEX 9.0, and

input data files are generated with Java codes.

5.1.2 OBSERVATIONS AND DISCUSSIONS

The DCPC with score and numpath has been testedr uotiowing three spare

capacity §p) conditions.

» Spare capacities provisioned on each span as pesdlution of spare capacity
optimization model (SCO, case ).

» Spare capacity provisioned on each span as reqlarrdithk disjoint path protection
(LDPP, case II).

» Fixed spare capacity on each spans. The fixed tggaovisioned on each span is
equal to the rounded off value of average capaastyper the solution of SCO
model (case ).

The observations for Netl, Net2, Net3, and Net4 slhewn in Table 5.1. The two

metrics score and numpath have been compared dra#lie of protected working capacity,

used spare capacity and capacity redundancy whidafined as:
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n = (spare capacity * 100) / protected working cayac

In case I, for test network Net3 and Net4 thealues are same. However, for Netl,
bettern is obtained with numpath metric than with scordrionevhereas, the vice versa is
true for Net2. However, for Netl, with score metnwore number op-cycles are formed
and more working capacity is being protected witbrenspare capacity used by the
cycles as compared to the corresponding values muthpath metric. Thus, with score
metric better working capacity protection is avialiéaat the cost of more spare capacity
consumed. The use of more spare capacity is nassare here as it has already been
provisioned in the network. The vice-versa is tfoeNet2. However, the differences are
very small. On the basis of the above, we can Baythe score option is better for Netl
and numpath option is better for Net2. For Net3 Het4 the above values are same, so any

one of the options can be used.

Table 5-1 Comparative study of score vs. numpath Is&d statelet forwarding in DCPC
Total | Total | Total number of Capacity
Test |working | spare p-cycles in Protected Used spare redundancy
Networks | capacity | capacity DCPC working capacity capacity n

Spare capacity as per SCO (case )

numpath| score | numpath| score | numpath| score| numpath | score

Netl 984 754 42 44 878 906 618 630 70.4 71.7
Net2 390 286 22 20 370 362 250 238 67.4 6%9.7
Net3 316 194 16 16 300 300 170 170 56.7 56.7
Net4 142 70 8 8 142 142 70 7( 49.3 493

Spare capacity as per LDPP (case Il)

numpath| score | numpath| score | numpath| score| numpath | score

Netl 984 1520 122 124 912 914 110§ 19721215 | 117.3

Net2 390 658 50 56 386 390 530 536 1373 134.9
Net3 316 458 38 52 302 350 350 366 1150 104.6
Net4 142 198 22 28 136 136 148 150 108.8  110.3

Fixed Spare capacity (case Ill)

numpath | score | numpath| score | numpath| score| numpath | score

Netl 984 840 72 68 888 906 730 726 82.2 80.1
Net2 390 294 22 20 354 348 240 228 67.8 69.5
Net3 316 230 22 22 288 290 206 192 71.9 66.2
Net4 142 88 10 12 122 120 80 80 65.9 64.7
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Consider the case Il (Table 5.1); in this caseresgampacities are much more as
compared to SCO case, because 1:1 path protedimoti capacity efficient. The total
number ofp-cycles is higher with score as compared to numfathall the networks. The
score metric provides a bettervalues and a better working capacity protectianNet1,
Net2 and Net3. For Net4, the same amount of priotec available with both metrics but a
bettern value is obtained with numpath metric. Howeverthis case thq values are quite
high as compared to the same in case I. This iause; in case I, the spare capacity
distribution is optimum as per SCO model.

In case lll, again the bettgrvalues are obtained with score metric for Netli2Nsnd
Net3 and for Net4 the bettgris obtained with numpath metrics. However, thetguoted
working capacities are more for Netl and Net3 witbre metric and for Net2 and Net4 the
vice-versa is true, but the differences are matgiffaen values in this case are better than
the same in case I, but the best values are agtauith case |.

The best) values are obtained for all the test networks aseCl as compared to case Il
and case lll because the spare capacity distribigioptimum in case I.

On the basis of above discussions, it can be cdadlthat for test networks Netl, Net2
and Net3 65 3.5) the score metric provides slightly betterutessin terms of protection
capability and capacity redundancy, when large arhotispare capacity is provisioned in
the network (case Il), and the numpath metric mtesibetter results for Netla(z 4.4).
However, the capacity redundancy is very poor fothe test networks in this case as
compared to other two cases. When spare capacipyogsioned as per the optimum

solution model, with different distributions, th@more or less same results are obtained
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with both score and numpath metrics (case | and d§s Therefore, both the options are

equally good and any one of the options can be.used

5.2 MODIFICATIONS IN DCPC

With DCPC, in one iteration, only one copy op-&ycle can be found. Thigcycle can
protect one link on any one of the on-cycle spartstavo links on any one of the straddling
spans. If we look at the solutions found with speapacity optimization model (SCO,
section 4.2.1, Centralized methods using ILP)ettdmes clear that in the solution sepof
cycles, many copies of some of theycles exist (Fig 5.2 to Fig. 5.5). It is expectbdt
with DCPC also, many of thecycles may have multiple copies.

The p-cycle can be used in different scenarios, suctv&d;S layer [77], [121] where
protection is provided to the label switched patimswavelength division multiplexed
(WDM) or dense wavelength division multiplexed (DWID optical networks, the
technique can be used to provide protection to \eageh paths [37], [90], [122], [124]. In
all these scenarios, ompecycle can be found with one iteration of DCPC.sThappens in
all networks usingp-cycles, including MPLS networks. In case of MPL&works, it can
protect single link on any one of its on cycle spamd two links on any one of its
straddling spans. In case of optical WDM or DWDMwark, thisp-cycle can protect one
wavelength on any one of its on cycle spans and wa&gelengths on any one of its
straddling spans.

If more spare capacity is available for more copiethe same-cycle, then to find all
of them, the number of iterations required by theAZ will be equal to the number of

copies of the-cycle. The problem becomes more severe in cabeafily loaded or large
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size networks, where amount of traffic is quitegarObviously, to provide protection to all
the traffic, more spare capacity will be requir€bnsequently large number pfcycles

including many copies of many of tpecycles will be formed with more signaling traffic.
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(d)
Solution set of SCO model for Netl, (a)/orking capacities on each span, (b) to (d) the

p-cycles with number of copies as obtained with thECO model
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(d)

3 copies

(e)
Figure 5-3 Solution set of SCO model for Net2, (A)orking capacities on each span, (b) to (e) the

p-cycles with number of copies as obtained with thECO model
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Figure 5-4 Solution set of SCO model for Net3, (a)/orking capacities on each span, (b) to (d) the

p-cycles with number of copies as obtained with thECO model
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Figure 5-5 Solution set of SCO model for Net4, (A)orking capacities on each span, (b) and (c)

the p-cycles with number of copies as obtained with th8CO model
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In MDCPC, the idea is, to aggregate all the copiethe same-cycle and indicate the
number of copies with ‘capacity’ of thg-cycle. Then, in case of WDM and DWDM
networks, we can have two advantages; one is ttipgtational complexity and signaling
traffic will get reduced, and second is wavebandching can be implemented to perform
switching at coarser granularity reducing the amadswitching fabrics, . However, to get
these advantages, we don’t want to compromise grohthe features of DCPC. We have
modified the DCPC protocol such that all the coméshe same-cycle can be found in
single iteration without compromising on any of teatures of DCPC. To justify MDCPC,

the advantages of waveband switching have beem giverief before discussing MDCPC.

5.2.1 ADVANTAGES OF WAVEBAND SWITCHING

As mentioned earlier in section 1.3.2, single fiban carry up to 160 wavelengths each
having a capacity of 10 Gbps. One can imagine thsspire to perform on the optical cross
connects (OXCs) in transparent optical networkscabhee of such high capacities.
Consequently, OXCs need to have large number d&p@his will have direct impact on
the complexity associated with control, managenasnivell as cost of the OXCs. In recent
times, waveband switching has gained tremendoestaih due to its ability of reducing
number of ports, control complexity and thus, thetof optical cross connects (OXCs).

In the waveband switching, a subset of wavelengtlesgrouped together to form a
band and the band is switched optically as a siegliy using a single port through a
transparent optical network infrastructure [1374)1 The key advantage of this technique
is that fewer ports are required on the switchitabof OXCs at intermediate nodes. With
MDCPC the advantages of waveband switching camberporated in transparent optical

networks.
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5.2.2 MoDIFIED DCPC (MDCPC)

An additional ‘capacity’ field is included in théaselets broadcast by the cycler nodes.
This capacity field stores the number of workingvelangths which can be protected by
the p-cycle among all its on-cycle spans and half ofwloeking wavelengths which can be
protected on straddling spans. When statelet reattha tandem node the capacity field is
also modified. The tandem node compares the folgwipacity field value in the statelet.

. spare capacity of the span, to which the statel&t be broadcast

. working capacity of the span, to which the statelébd be broadcast, and

. half of the working capacity on spans with stradgllrelationships at the current

tandem node.

Then tandem node puts the minimum value in theagpield.

When the cycler node receives any incoming stateigtin sampling duration, then a
p-cycle is formed. The score and capacity of pheycle are stored. When anothecycle
is formed at the cycler node then its score is amegh with the score presgmtycle. The
p-cycle with better score is retained. If both halve same score then the capacity of the
two is compared, and better one is retained. le,dasth the parameters are same, then the
p-cycle is chosen randomly.

Then as in DCPC, one by one each node acts as/ther onode and finds the bgst
cycle based on the above modification. The cyclh wie highest score is selected aspthe
cycle of choice. If there are two or mgpecycles with same score then theycle with
better capacity is selected and if capacity is aBme then selection is based on ordinal

rank of the nodes involvedt. should be noted that due to the use of capdigtgt in the p-
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cycle selection, the set of p-cycles formed by MOGRay not be same as formed by
DCPC

For the deployment, management and maintenandeegf-¢ycles, the cycler node of
the selecteg-cycle is responsible. As all the copies of the sparaycle can now be found
in single iteration and aggregated together, th@prdational complexity and signaling
traffic will reduce significantly; and the managemeof p-cycles also becomes much
simpler.

Another advantage obtained with this aggregatioth& with the help of waveband
switching, protection can be provided with coargexnularity in fully convertible optical
networks, reducing the control complexity assodatéth switching of the OXCs. The
advantages of the aggregation can be explainedllag/é. In case of DCPC, to deploy the
p-cycle, one cross-connection is required at eveosgenof thep-cycle between the
incoming and outgoing spare wavelength. Thus, threber of cross-connections for all the
copies of the samg-cycle will be equal to the number of cross-conioes of onep-cycle
multiplied by the number of copies of tlgecycle. Obviously, the control complexity
associated with switching will be more. With wavetawitching, all the copies of the
cycle can be deployed together, with only one wawmeb cross-connection between
incoming wavelengths and outgoing wavelengths. Thus number of cross-connections
required by all the copies together, will be samerequired by a singlp-cycle®. Up to
twenty wavelengths per waveband have been repdoredwitching [139]. It should be

mentioned here that as given in [141], wavebandictvig can be realized without

8 However, a single p-cycle with capacity Will now provide protection toc¢” wavelengths on every on-

cycle span and2¢ wavelengths to every straddling span of the pleyc
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requiring any changes in the hardware of the nékwarovided the waveband signals fit
within the allowable optical pass-bands. Hence, mlerity and cost of optical switches are
expected to reduce significantly. There is a camstrthat the spare capacity in every span
which formsp-cycles, is on the same set of wavelengthgeality, the set of wavelengths
which are continuously available between the incanink as per the statelet and the next
hop for the statelet should be used to determiree dpacity of p-cycleHere, for
simplicity, we have assumed that the network i$yfabnvertible. As the number qf-
cycles reduces, management of pheycles at a node also simplifies. All this candmme
without compromising any advantage of DCPC; onbapacity field is to be added in the

statelets.

5.2.3 PERFORMANCE OF MDCPC

In the first case, the spare capacity providedgsaéto the optimum spare capacity
obtained by the solution of SCO model and in theosd case, the same spare capacity is
provided in the spans as required for link disjq@ath protection (LDPP). First thpecycles
in the network have been found with DCPC as givefilD8] (Appendix A). Then the-
cycles have been found with MDCPC. With aggregatbp-cycles in MDCPC, the total
number ofp-cycles is now much less as compared to total nurabe-cycles in DCPC
(Fig. 5.6(a)). This reduction is more significanhem extra capacities are as per LDPP.
When extra capacities are as per SCO, then aggredagnefit is less. This is expected as
SCO determines least required spare capacity. Whisalso reduce the computational
complexity, as in single iteration DCPC finds onlyep-cycle, while MDCPC finds all the
copies of thep-cycle. The reduction in the computational complexvill be the same as

the reduction in the number pfcycles as shown in (Fig. 5.6(a)).
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Figure 5-6 Effects of MDCPC, (a) Total number ofp-cycles, (b) Number of switching fabrics, (c)

percentage reduction in number ofp-cycles and switching fabrics

Further with aggregation, there is a significantoant of saving in the total amount of
switching fabrics required by thecycles. We have assumed, that every copy ofpthe
cycle requires one switching fabric at every nadés path in DCPC, while in MDCPC,

the aggregategb-cycle requires one switching fabric at every nodlkis switch fabric
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requirement is shown in Fig. 5.6(b) for all thettestworks. The percentage reduction in
number ofp-cycles and amount of switching fabric, is showrFig. 5.6(c). It is clear that
with larger network, the reduction is more sigrafit. This is due to the fact, that in larger
network, the traffic will be more. Hence, more caipais needed in the network to provide
protection. Therefore, number of copies gf-aycle will be more, and with aggregation in
MDCPC the reduction in the number will be more.

The maximum reduction in the numbermtycles is for Netl (Fig. 5.6(a)), as many
copies of the samg-cycle exist in the network, again due to more sgapacity. For Net3
and Net4, the difference between DCPC and MDCP@ WPP, is small and there is no
difference with SCO (Fig. 5.6(a)). These two netwoare relatively smaller network and
all the p-cycles found with DCPC are single. Hence, ther@dseffect of aggregation.
Therefore in Fig. 5.6(c), the percentage reduciiorthe number ofp-cycles and the
switching fabric is zero. This is to be mention#tht with spare capacity provided as in
SCO, 100 percent protection with DCPC is not guiaeoh (100 percent protection has been

achieved only for Net4).

5.3 CONCLUDING COMMENTS

In this chapter, with comparative study betweeneses. numpath, we have found that
any metric could be used with slight advantage otieer in different average nodal degree
networks. The performance differences between twtrios are not significant.

In real networks which are having large number @fles and large amount of traffic,
MDCPC provides significant advantage. It helpsaducing the computational complexity,

and number of switching fabrics significantly, bgdang only a ‘capacity’ field in the
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statelets used for the formation pfcycles in DCPC. The MDCPC can be implemented
even in operational networks employing DCPC, to fe¢ advantage of waveband

switching.
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CHAPTER 6
REMOVAL OF LooP BACKS”®

A lot has been discussed in the literature abaaifdhmation of the-cycles; however,
there are various issues still to be addressed. Dok issue is the length of the restored
path. In the current chapter, this issue is dissdis® detail. An algorithm with its
mathematical model has been proposed for seconsepteeonfiguration of the restored
path to remove loop backs. A formula, for the restigpath lengths for the networks having
average nodal degree equal to two, has also beeedeThe effect of the algorithm on the

restored path lengths in various scenarios has ingestigated.

6.1 INTRODUCTION

The key advantages @kcycles are ‘mesh like efficiency’ and ‘ring likgpeed'. As
mentioned earlier, the mesh like efficiency of theycles is due to the shared protection
provided by them to all the on-cycle as well asdditing spans. The ring like speed is due
to the pre-configuration of thecycle and in the event of any span failure thetaving is
required only at the nodes adjacent to the failedns While providingp-cycle based
protection in any network, one has to make suretttmabove two features should remain
intact. The centralized methods mtycle formation (Section 4.2.1) help us in findithg

optimum capacity fop-cycle based protection for static traffic scenari@heoretically,

° This chapter is based on the previously publisherk [142] - [144].
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one can find the minimum amount of capacities negufor a given static traffic matrix.
The SCO method is the most popular of all the edimeed methods. This ILP model can
provide solution within reasonable amount of time ainimizes the spare capacity.

The p-cycles in the solution set obtained with SCO madel shown in Fig. 5.2 to Fig.
5.5, for uniform traffic of unity from each node évery other node. It has been observed
that most of the formeg-cycles are large and only few of them are smallalbthe test
networks. The above results include mostly Hamidonor near Hamiltonian (just one
node less than the total number of nodes in thear&) p-cycles in the solution set. Let us
find the length of the restored path with th@seycles. The increase in the length of the
path is going to be equal to the length of pheycle minus two as failed link has already
reduced the path length by one. In the worst cagi, Hamiltonianp-cycles, it will be
equal to the number of nodes in the network mimuas. tLet us consider Fig. 6.1, the
working path is 3, 4, 5 — two hops long, the Haomianp-cycle 0, 8, 7, 6, 5, 4, 3, 2, 1, 9,
12, 10, 11, O — thirteen hops long provides restmmegpath 3, 2, 1, 9, 12, 10, 11, 0, 8, 7, 6,
5, 4, 5 - thirteen hops long in case of failurespan 3-4. The additional path length added

due to restoration bg-cycle is eleven i.e. thirteen minus two.

p-Cycle Working path Restored path 3 i\:\%
(a) (b)
Figure 6-1 Increase in the restored path length, {@Vorking path —two hops long and the

Hamiltonian p-cycle —thirteen hops long, (b) restored path — thieen hops long
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The larger lengths of thp-cycles are desirable till the occurrence of fa|uas they
provide protection to all the on cycle and thedidieng spans on shared basis. However, as
soon as there is failure of any span, then grwycles of the solution set will provide
restoration to all the paths passing through tiledapan. After that, protection can not be
provided to the other on-cycle and straddling spasghep-cycles have been consumed to
restore the traffic of the failed span. At the saimee, the total restored path lengths will
also be quite large. Due to the large restored patgths, the following problems may
arise, mainly in case of long haul networks.

. Excessive signal degradation.

. Excessive signal delay.

. More resources are consumed for restoration ieveat of failure.

. Due to larger number of hops, the reliability of tiestored path will be less.

. Usually after the restoration of traffic in the avef failure, reconfiguration of the
network takes place to survive the second failtewver resources are available
for reconfiguration to be done by distributed poutis for second failure
protection.

In the networks under consideration, the failurte iia one fiber cut in four days [37]
and single fiber can carry more than 160 wavelengthing dense wavelength division
multiplexing (DWDM) technique [14]. Therefore, alyroblems cannot be ignored in
case of optical networks. The problems can be maadif the length of the restored path
could be shortened.

We have developed a mathematical model and an idgorfor second phase

reconfiguration of the restored path, to reducéeitgth while retaining all the advantages
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of p-cycles. It is obvious that with large length oéftrcycles many nodes are going to be
repeated in the working path and the restoratidh peovided by th@-cycle in the event of
failure. Hence, there will be loop backs in mosthe cases, due to these repetitions. In the

next section, the concept of loop backs is expthine

Working path

-

94

p-Cycle

@) (b)

Figure 6-2 Working path and p-cycle in Net A and Net B

6.2 CONCEPT

Consider the networks shown in Fig. 6.2. We areiragsy that the networks are fully
convertible (we are showing the network connectionene direction and assuming that
corresponding symmetrical network will exist foveese direction also, Fig. 4.6). Let us
consider the working path 0, 1, 2, 3, 4 (shown bigati line) from source ‘0’ to destination
‘A, in Net A. Thep-cycles 2,1, 7, 6, 5, 3, 2 formed in the spagacdy, is protecting the
spans 2, 3 in Net A along with other spans (Fig(&). Let us consider the failure of on-
cycle span 2, 3 in Net A (Fig. 6.2(a)). The workpegh 0, 1, 2, 3, 4 (shown by dotted line)
which is passing through the failed span, will nogvrouted via the other portion of the

cycle, i.e. 2, 1, 7, 6, 5, 3. The restored path mow be 0, 1,2 -2,1,7,6,5,3-3,4

Chapter 6 Removal of Loop Backs



107

(shown by dashed line in Fig. 6.3(a)), where @ &nd 3, 4 are the portions of the working
path and 2, 1, 7, 6, 5, 3 is the path providedheypicycle. If any node is common between
the working path and thecycle, except the end nodes of the failed spam the restored

path will pass through that node twice. This idezhloop back in the present work. In the
restored path, node 1 is visited twice; hence tieeeeloop back at node 1. In this example,

the loop back is only at a single node.

Restored path before remo

of loop bacls
N\ 2
4
10
0 ;_‘ 3
4N 9
8
) 7
6

Restored pa: after removal ¢
loop backs

(a (b)

Figure 6-3 Removal of loop backs

If the number of common nodes in the working patt the restoration path provided
by the p-cycle are more, then there will be more loop badksfer to Fig. 6.2(b), the
working path is 4, 6, 5, 0, 12, 11, 13 from sourtdo destination ‘13’ and the-cycle O,
1,2,3,45,6,7,8,9, 10, 11, 12, 0 formedhim spare capacity, is protecting the span 0,
12 along with other spans in Net B. Let us consiberfailure of span 0, 12. In the event of
failure, the restoration path provided by tReycle, O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
will restore the working path 4, 6, 5, 0, 12, 13, &nd the restored path will be 4, 6, 5, 0 —

0,1,2,3,4,5,6,7,8,9, 10, 11, 12 — 12,113, ,and common nodes will be 4, 5, 6, and 11
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(Fig. 6.3(b)). Here, 0 and 12 are the end nodetheffailed link, hence, they are not
considered as common nodes. There will be loopsatkhe nodes 4, 5, 6, and 11, and the
paths of the loop back will be at node 4 - 4, ,51, 2, 3,4, atnode 5-5,0, 1, 2, 3,4, 5,
andatnode 6-6,5,0,1, 2,3,4,5, 6 anddérdd — 11, 12, 11. If the loop backs can be
removed from the restored path, then the restoagid length will be reduced significantly
as well as redundant capacity will also be releasdégr removal of loop backs, the final
paths are 0, 1,7, 6,5, 3,4 and 4, 6, 7, 8, 911013 in Net A and Net B respectively (Fig.
6.3 (a) and Fig. 6.3 (b)).

To remove these loop backs from the restored patihout compromising the key
features of the-cycles, an algorithm removal of loop back (RLB)piesented. The RLB
algorithm will not interfere with the routing of wiing paths and the formation pfcycles.
Hence, ‘mesh like efficiency’ will not be effectedfter the occurrence of a failure, to
retain the ‘ring like speed’ of the-cycle, the working paths are restored by pkeycles in
the traditional way [108] i.e. restoration of th&tipis done in the first phase. In the second
phase the loop backs are removed by reconfigurafitime restored path using RLB. In this
way the RLB reduces the restored path length asd @dleases the redundant capacity
which is otherwise engaged unnecessarily.

The loop backs can also be removed with the conoeptath segment with flovp-
cycles [66]. The flowp-cycles are used to protect the path-segment agdbep-cycle.
The removal of loop backs can also be viewed aptbtection of complete path segment
(common with the flowp-cycle), instead of only the failed link. Howevéne speed of the
p-cycle is compromised in this scenario as well @asentomplexity is involved in finding
the flow p-cycles which protects the path segments [66]. fldve p-cycle based restoration

has the speed of 1:1 path protection [66]. Furthexthod of finding flowp-cycles falls
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under the centralized category. Whereas, with obemme, path segment protection can be
implemented as a result of removal of loop backlistributed fashion, and our concept
works independently of the method used to formHugcles. At the same time, the fast
restoration feature of thecycles is also retained. However, the initial cafyarequirement

of flow p-cycle is less than that of the SCO model of selgaiptimump-cycles.

To release the loop back capacity, the loop with ltmgest path length should be
removed, to reconfigure the restored path. It igials that removal of the longest loop,
will release the maximum number of links. The loafth the longest path length is
identified both at the source and the destinatindse and then the switching action is
performed at the corresponding common nodes. Bosnfigures the restored path. All the
other nodes which are part of the loop back patiw]ify the state information about the
capacity involved with loop backs, as releasedritn 6.3(a), the switching action will be
performed at 1, and states at 2 and 1 for the d&msased by the loop back path between
1, 2, 1, are set as unused to release the loop Nagk the final path willbe 0, 1, 7, 6, 5, 3,
4. In Fig. 6.3(b), the switching action will be figed at 6 at the source end, and at 11 at
the destination end, to have the final path as 4, 8, 9, 10, 11, 13. At nodes 6, 0, 1, 2, 3,
4, 5 and 11, 12 nodes, the status for capacitylwedoin loop back, is set as released. The

mathematical model and the flow chart for the saneegiven in thenext section.

6.3 MATHEMATICAL MODEL

The flow chart for the RLB algorithm is given ingFi6.4. The full mathematical model
is presented below. The variables used in the maréedlefined as follows.

Wi Set of working paths passing through failed spadexed byr.
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At source ent
(destination end)

Identify commor
nodes

If
common node
exists?

Done
for destination
end ?

Find loop back leng
at all common nodes

l

Identify the longes
loop

A 4

Do switching anc
release capacity

A 4

( Stop )

Figure 6-4 Flow chart for RLB
S Set of spans, indexed bffailed) orj (surviving).
P Set op-cycles indexed bp.
[] Ordered set of nodes
[R] Nodes of the working path from source to desion.
[F] The failed span (F the upstream node, ang Ehe downstream node).
[C] The p-cycle with the nodes organized in such a way Bad the first node

and Ris the last node in [C].

[O] The portion of the working path from source ea the upstream node of

the failed link.
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[D] The portion of the working path from downstreawode of the failed link to

the destination node.

[FP] Restored path before RLB

[FR] Restored path after RLB

Ly The length of [U]; defined as the total numbernotdes in the set, minus
one.

L(X) The length of the loop back at node X.

Jux index of node X in the set [U]. The index stdrtsn O and ends aty.

With the help of addition and subtraction operatfon ordered sets as defined in
section 2.2.1 and section 2.2.2
[R] =[O] + [F] + [D].

In the event of failure of [F], in the first pha$®] is restored in the traditional manner as
[FP] = [O] + [C] + [D].
Then in the second phase, the RLB will work asofod.

First Step: To identify the common nodes in [O] and [C]. UBkl] be the set of the
common nodes of [O] and [C], excluding thg the upstream node of the failed link (at
source end).

N1 =([O]N [C]) - ([O]1 N [C] N [F]);
the second term excludes the end node of the féi&d Note that [O]N [C] is not an
ordered set hence, normal subtraction operatiasas here.

Second StepTo find the longest length of the loop back patlength of the loop back
path for common node N,

L(N) = Lo— Jbn+ v -

Among all elements of N1, take the element X1, hg¥ongest loop back length, L(X1).
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Now [R1] = [O] — [O1], where [O1] = set of node®iin node at indexyl; to F; in [O], in
order. If N1 is empty set, then [R1] = [O].

At destination end of the failed link;

First Step: Find N2 = ([D]N [C]) — ([D] N [C] N [F]);

Second StepThe length of loop back path for common node N,

L(N) = Lc— En+ Jone

Among all elements of N2, take the element, X2 imgongest loop back length, L(X2
Now, [R2] = [D] — [D1], where [D1] is the set of des from £ to node at indexyl,in [D],
in order. If N2 is empty set, then [R2] = [D].

Third Step: To remove the loop back path. The final path Wathp backs removed, is
[FR] = [R1] + ((|C] — [C1]) — [C2]) + [R2], where§1] = set of nodes from;Fo the node at
index &x1in [C] and [C2] is the set of nodes from node akeix &x, to F, in [C]. When set
N1 is an empty set, then [C1] will also be an enggtly Similarly, for an empty set N2, [C2]
will also be an empty set.

Thus the length of restored path before RLB, walllpp= Lo+ Lc+ Lp, and after RLB,
Lrr=Lo— Lo1+ Lc— Lea— Lea+ Lo—Lpa.

The average length of the restored paths withoutB Ris defined as

Z(LFP)r,i Z(LFP)I'I

L — 0ios,orw, — 0ios,orw,
0ios,orw; aias

and with RLB, it is defined as
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Z(LFR)r,i Z(LFR)r,i

| = Dosoow _ Oi0S,0rDw
RLB -
>1 o YWl 62
0i0S,Orow, nics,

Here | W| is the cardinality of set W
The above representation is illustrated using teevork shown in Fig. 6.2(a), as
follows.

[R]1=10, 1, 2, 3, 4];

[C]=12,1,7,6,5,3]; k=5;
[F]=1[2, 3]; =2, R=3;
[O]=1[0, 1, 2]; lo=2; and
[D] =[3, 4]; Lo=1;

Hence [R] = [O] + [F] +[D] = [0, 1, 2] +[2, 3] 18, 4] = [0, 1, 2, 3, 4],
[O]N[C]=[0,1,2]N 21,765, 3]=[1,2],

[O] N[CIN[F]=[1,2]N[2,3] =[2]; and

N1 =([O]N [C]) - (O] N [C]N[F]) =11, 2] - [2] = [1].

Thus, L(1) = 2.

Then [O1] = set of nodes from node at indgxd F in [O], hence,
[O1]=[1, 2I; lo1=1;

[R1] = [0]-[01] =10, 1, 2] - [1, 2] = [0, 1].

At destination end,

N2 = ([D] N [C]) - (ID] N [C] N [F])

=([3,4]1N[2,1,7,6,5,3]) - (3,4 [2, 1, 7, 6,5, 3N [2, 3]) = ([3] - [3])

=11,
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L(X2) =0, and
[R2] =[D]=[3,4]and [D1] =[],  I1p1=0;
[C1]=1[2, 1]; le1=1;
[C2] =[] Leo = 0;
[FR] = [R1] + (([C] - [C1]) - [C2]) + [R2]
=[0,1] +((2,1,7,6,5,3]-[2, 1D +[3,4]=[0,1] +[1, 7, 6,5, 3] +[3, 4].

Thus [FR] =10, 1, 7, 6, 5, 3, 4] and
Lrr=Lo—Los+ Lc— Lei— Le2+ Lp—Lp1=2-1+5-1-0+1-0

= 6.
[FP]=[O]+[C]+[D]=[0,1,2]+[2,1,7,6,3] +[3,4]=[0,1,2,1,7,6,5, 3,4 and
Lep=Lo+ Lc+ Lp

=8.

Thus, the final path after reconfiguration will B hops long (Fig. 6.3(a)), instead of
eight hops without reconfiguration. We can obsehat with reconfiguration, the restored

path length has been reduced by two units.

6.4 MATHEMATICAL BOUND

Further, we have found that the restored path lengtith and without RLB also
depends upon the average node degtep[(44]. For any network, the minimum can
be two for all the nodes to be dual connected.ibgimumd can bef-1), wheren is the

total number of nodes in the network. Far equal to two, the network topology will
become ring. In this case, the average restordd Ipagths without RLB and with RLB

will be given by (assuming that for every node phare is a path),
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_2(n-1)(2n-1)

Lowrs = 3n N is even, and
2(2n-3
= Q N is odd, (6.3)
3
and
2(n% -1
Lrs = —( 3n ) Nis even, and
2n
= ? Nis odd; (6.4)

respectively.

The derivation is given in Appendix B. For the cafed =n-1, all the nodes are
connected to each other. Hence, length of the wgrlpaths will be one hop count.
Therefore, when paths are restored vptycles, there will not be any loop backs. Hence,
Lep and Lgr Will be same and depend upon the length ofpHogcles protecting the paths.
With Hamiltonianp-cycles, these lengths will be-1 for on cycle link failure and/2 on

an average for straddling link failures.

6.5 PERFORMANCE EVALUATION OF RLB

We have tested the proposed algorithm with varioeshods of formation gb-cycles

for different test networks. Next, the effect®f on the restored path length has been found
with RLB. The RLB has also been studied by varyimgand various traffic distributions.

The different models used for the study of RLB @iken below.
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6.5.1 MODELSUSED FOR PERFORMANCE EVALUATION

The proposed RLB algorithm has been tested withouar methods ofp-cycle
formation. The most capacity efficient model is SG®ction 4.2.1) model based on ILP.
For all theoretical purposes this model is mostmamly used. Therefore, the above model
has been included for evaluation of RLB. HoweMeis ts a centralized method and for real
networks, DCPC method gkcycle formation can be used; hence, the seconceinoa:
have used is DCP€ Among other methods gf-cycle formation, the hop count limited
model [86] has also been selected, as this metlsoddaals with the restored path lengths.
In this model, the restored path lengths have eenkallowed to go beyond the hop count
limit.

The hop count limited (H-L) model given in [86] jint optimization and is used to
optimize both the working path lengths and the capaequired for the formation gf-
cycles with the hop count limit constraint. In tharrent work, we want to judge the
performance of RLB, hence, instead of joint optiatian, spare capacity required by the
cycles have been optimized. The modified versiothefmodel of [86], is given below.

Parameters used by us are as follows

A A large positive constant (in our case it was IDU@bwever, any value which is
much larger in comparison with maximum working aa@paon any span is good

enough).

1 The RLB can be used with MDCPC only when a grotipsimilar working paths are protected by
aggregated p-cycle. Presently we are assuming onking path between each source destination paincé,

the advantage of MDCPC cannot be taken.
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Left side or
‘L’ side

Right side or ‘R’
side
(a) (b)

Figure 6-5 Left and right path definitions for (a) on-cycle spans and (b) straddling spans of @
cycle

Xip’L Equal to 1 if the L side gi-cycle p offers an acceptable protection path (protection

path less than the hop count limit) for failurespani, O otherwise (L side or left

path and R side or right path nomenclature as usgg6] are shown in Fig. 6.5).

Xip’R Equal to 1 if the R side g-cycle p offers an acceptable protection path for failure

of spani, 0 otherwise.
7ij Equal to 1 ifp-cycle p crosses span, O otherwise

W, Working capacity on spai.

Variables used are as follows

Tsp Total spare capacity required for the formatiomp-afycles
SP; Spare capacity required on span

N Number of unit-capacity copies pfcycle p in the solution.

nip Number of copies gb-cycle p used to protect span
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ni'o’L Number of copies ob-cycle p required for protection of span when the L side

of the cycle is used.

nip’R Number of copies gb-cycle p required for protection of span when the R side

of the cycle is used.

The objective is to minimize

TSp = Z Spj )

0jo0s
subject to
Dt +xPRnPR) 2w Oigs,
Op0P
[g%mﬂnp:sp Oiads,
p
n? = nP*t Oios,
n® > nP~ OO,
n® 2 nP Oigs,
nPt < AxP* 0ios,
and
nPR < AxPR 0ios,

OpUP

OpUP,
OpUP,

OpOP,

OpOP.

(6.5)

(6.6)

(6.7)

(6.8)

(6.9)

(6.10)

(6.11)

(6.12)

The objective function in Equation (6.5), minimizég total spare capacity required to

form thep-cycles. The L and R paths of theycle p, for straddling span protection, have

been considered separately. Equation (6.6) enghatsall the working capacity will be

protected either by L or R paths of tpecycles. Equation (6.7) ensures enough spare
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capacity on every span to form all thecycles. Equations (6.8) to (6.10) make sure that
copies ofp-cycle pshould be equal to or greater than the number piesaequired by any
single span failure. Equations (6.11) and (6.12)'lbackup’ constraints to ensure thatp-f
cycle pis not eligible to restore spanusing either the L or R side, then it will not be
considered for protection of that span.

In the above model, we have eliminated the pamamsevariables and constraints
which are related with routing of working paths [B6]. We have used shortest path

Dijkstra’s algorithm with hop count as metric fayuting of working paths. Obviously,

ZW,- will be minimum, however, there will be some effext the total spare capacity
0j0s

required to form th@-cycles. Since, there is hop count constraint éstared path lengths,
the length of the path provided by theycle for protection will not be affected, and we

can safely compare the results of RLB with H-L miagi¢h results from other models.

6.5.2 PERFORMANCE WITH SCO, DCPC, AND H-L MODEL

It is obvious that the RLB algorithm will almostwalys reduce the restored path
lengths. In order to verify this hypothesis, thgagithm has been tested as follows.

To generate the working capacity on each spanytitking traffic assuming unit traffic
matrix, is routed with shortest path Dijkstra’s @lihm using hop count as the metric for
all the evaluations. All the cycles of the netwataph have been found in advance. A
simulator, developed by us in Java has been ugethifopurpose. The ILP models have
been solved with CPLEX 9.0 using data files gemetratith Java based simulator. Tipe

cycles have been formed as given below.
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« WITH SCO MODEL

The solution set of optimatd-cycles to protect all the working capacities ooheapan

has been found with SCO model given in (sectionl4.2

« WiTH DCPC

The DCPC model finds thg-cycles in the spare capacity available on the sp&he
spare capacity in each span is assumed to be the &s obtained in the SCO model, and
then thep-cycles are formed with DCPC. The DCPC protocol basn simulated in our

simulator.

« WITH H-L MODEL

The H-L model from section 6.5.1 has been usethtbthe solution set of optimug
cycles. Since we are comparing the performancelL& iR H-L case with SCO and DCPC,
thus, the hop count limit is kept equal to the nembf nodes in the network, to have
similar operating conditions. As given in [86], Wwihigher hop count limit the spare
capacity required by H-L model will be same as S@Qel. Whereas for lower hop count
limit, the spare capacity required are quite highére performance variations with hop

count limit have been discussed later.

e TESTMETHOD

After finding the solution set gi-cycles, to evaluate the performance for singleifaj

the L,z and Lz (Equations 6.1 and 6.2) values have been calculayeconsidering

the failure of every span one at a time. For figdly, s and Ly 5, all the paths passing
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through the failed span (link3 are identified. Th@-cycles, which are protecting the failed
span, are also identified. The failed span maybeyale on som@-cycles or straddling
span on some oth@rcycles. To protect all the working capacity of gvepan, sufficient
numbers ofp-cycles are required. With SCO and H-L model, la#l tvorking capacity of
the network is protected. However with DCPC, huddmgercent protection is not
guaranteed with minimum spare capacity providegpersSCO [108]. If all the working
capacity of the network could not be protected wita formedp-cycles then sufficient
number of copies are added to tpecycle which can protect maximum number of
unprotected working capacity. This is repeatedatllithe working capacities are protected.
The resultingp-cycle set for DCPC has been used by us for pedonom evaluation.

To protect a link of the span, any one of the IRgraths of th@-cycle can be used. We

have taken each link one by one from the set ahelllinks of the span andpecycle also

one by one from the solution set pfcycles to protect the link. In this wabyg g is

calculated, after that RLB has been used to rentbeeloop back and thed.g g is

calculated. The total number of paths and the lenfthe restored paths before and after
RLB for every span have also been found separaidlg.results for all the test networks
(Fig. 5.1) are shown in Tables 6.1 to 6.12 and €ig.to Fig. 6.10. In the results, the spans
having maximum reduction in the restored path leraye highlighted with blue colour,
with maximum reduction in terms of percentage agalighted with green colour, and with
zero reduction are highlighted with grey colour.niaximum reduction and maximum

percent reduction are same, again green coloubd®s used.

™ One link is equivalent to one working capacitytieé span.
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Table 6-1 Results of RLB for Netl with SCO Model
Netl (Total spare capacitysJ= 754)
RLB with SCO Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No.| Span | w; paths WRLB | RLB in Length | Length
1/0,1 46 178 828 388 440 53.14
20,3 18 52 16( 144 16 10.¢
310,9 68 262 912 582 330 36.18
411,22 22 76 3368 254 8¢ 24.§
52,3 16 52 14( 96 44 31.4
6|24 22 64 364 280 8¢ 23.(
713,56 30 104 508 284 224 44.09
814,5 30 104 26 198 70 26.12
94,6 32 106 582 384 198 34.02
10| 5,8 48 172 640 38 260 40.63
11] 5,9 24 78 198 186 12 6.(
12| 6,7 28 90 49 330 168 33.73
13| 7,8 56 194 642 42p 220 34.27
14| 7,11 44 158 780 472 308 39.49
15| 8,9 54 194 742 376 366 49.83
16| 8, 10 66 246 896 56 332 37.p5
17 ] 9, 18 70 244 89 682 216 24.05
18| 10,11 20 54 190 178 12 6.82
19| 10,14 64 236 798 516 282 35.34
20| 10, 18 26 72 334 258 16 22.V5
21| 11,12 36 12§ 664 372 292 43.98
22| 12,13 12 30 178 1 32 17.98
23] 13,14 32 116 584 352 232 39.73
24| 14,15 24 74 448 260 188 41.96
25| 15, 16 20 66 372 260 112 30.11
26| 16, 17 4 6 6( 56 il 6.67
27| 16, 18 40 144 360 264 96 26.6
28| 17,18 32 104 554 308 246 4440
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Table 6-2 Results of RLB for Netl with H-L Model
Netl (Total spare capacitysJ= 754)
RLB with H-L Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length
1/0,1 46 178 828 422 406 49.03
20,3 18 52 164 96 68 41.46
3109 68 262 912 57D 342 37.50
41,2 22 76 334 222 116 34.32
52,3 16 52 84 84 0 0.00
6|24 22 64 356 284 7P 20.22
713,5 30 104 532 29p 240 45.11
8|45 30 104 264 204 64 23.88
9|46 32 106 594 396 198 33.83
10| 5,8 48 172 640 404 236 36.88
11]5,9 24 78 148 148 0 0.00
121 6,7 28 90 51( 338 172 33.73
131 7,8 56 194 650 43p 218 33.54
14| 7,11 44 15 794 474 320 40.80
15| 8,9 54 194 742 384 358 48.25
16| 8,10 66 24 896 566 330 36.83
171 9,18 70 24 898 632 266 29.62
18| 10,11 2 5 146 9% 50 34.25
19| 10, 14 6 23 828 620 208 25.12
20| 10, 18 26 72 334 268 66 19.Y6
21| 11,12 36 12§ 668 362 306 4581
22| 12,13 12 30 182 154 28 15.88
23| 13,14 32 116 588 360 228 38.78
24| 14,15 24 74 446 260 186 41.70
25| 15, 16 20 66 370 258 112 30.p7
26 | 16, 17 4 6 54 54 il 6.90
27| 16, 18 40 144 332 250 82 24.[70
28| 17,18 32 108 55p 306 246 44 b7
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Table 6-3 Results of RLB for Netl with DCPC Model
Netl (Total spare capacitys]= 922)
RLB with DCPC Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length
1101 46 178 856 51p 344 40.19
20,3 18 52 358 172 186 51.96
3109 68 262 88( 578 302 34.82
411,2 22 76 45( 302 148 32.89
52,3 16 52 84 84 0 0.00
6|24 22 64 438 346 PR 21.00
713,5 30 104 55§ 338 220 39.43
8| 4,5 30 104 314 244 70 22.29
94,6 32 106 628 440 188 29.94
10| 5,8 48 17 58 364 216 37.24
11| 5,9 24 78 48 27p 214 44.03
12| 6,7 28 90 544 39p 152 27.94
13| 7,8 56 194 664 43p 228 34.84
141 7,11 44 158 840 514 326 38.81
15| 8,9 54 194 892 418 474 53.14
16| 8,10 66 246 996 488 508 51.00
171 9,18 70 24 828 540 288 34.78
18| 10,11 20 54 194 1100 84 43.80
19| 10, 14 64 236 786 530 256 32.67
20| 10,18 26 72 510 198 312 61.18
21| 11,12 36 124 722 410 312 43.21
22| 12,13 12 30 234 198 36 15.88
23] 13,14 32 116 652 380 272 4172
24| 14,15 24 74 482 248 234 48.55
25| 15,16 20 66 406 270 136 33.50
26 | 16,17 4 6 74 70 il 5.41
27| 16,18 40 144 484 332 152 31.40
28| 17,18 32 108 628 324 304 48.41
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Table 6-4 Results of RLB for Net2 with SCO Model
Net2 (Total spare capacitys]= 286)
RLB with SCO Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length

1101 16 40 116 82 34 29.31
20,2 16 40 176 100 76 43.18
3107 26 66 29( 192 98 33.79
411,22 12 28 142 102 40 28.17
51,3 22 54 256 190 66 25.78
6|25 26 64 2272 148 % 33.33
713,4 24 60 216 140 76 35.19

83,9 28 72 310 196 114 36.77
9145 24 58 2472 154 88 36.36
10| 4,6 14 32 18( 116 614 35.56
11| 5,8 20 48 242 14 1700 41.82
12| 5,11 24 58 22 15p 76 33.83
13| 6,7 16 38 208 128 80 38.46
141 7,10 28 70 252 20D 52 20.63
15| 8,10 14 30 16 138 28 16.87
16| 9,12 20 4 19 13p 66 33.83

17| 9, 13 10 22 130 72 58 44.62
18] 10,12 2 54 214 174 40 18.69
19| 10, 13 10 27 86 70 16 18.60
20| 11,12 12 2 10 6 40 37.74
21| 11,13 6 12 7 66 1p 15.38
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Table 6-5 Results of RLB for Net2 with H-L Model
Net2 (Total spare capacitys]= 286)
RLB with H-L Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length

1/0,1 16 40 166 72 94 56.63
20,2 16 40 16( 100 60 37.50
3107 26 66 252 162 90 35.71
41,2 12 28 94 78 16 17.02
51,3 22 54 256 194 62 24.22
6|25 26 64 254 202 5p 20.47
713,4 24 60 23( 162 688 29.57
83,9 28 72 29( 208 8p 28.28
94,5 24 58 228 160 68 29.82
10| 4,6 14 32 18( 114 66 36.67
11| 5,8 20 48 216 15p 64 29.63
12| 5,11 24 58 206 174 32 15.53
13| 6,7 16 38 20¢ 14p 66 31.73
14| 7,10 28 70 242 21D 32 13.22
15| 8,10 14 30 150 108 42 28.00
16| 9,12 20 48 214 16D 54 25.23
171 9,13 10 22 76 72 4 5.26
18| 10,12 22 54 228 180 48 21.05

19| 10, 13 10 22 42 42 0 0.00
20| 11,12 12 26 92 88 4 4.35
21| 11,13 6 12 78 66 1p 15.38
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Table 6-6 Results of RLB for Net2 with DCPC Model
Net2 (Total spare capacitys]= 362)
RLB with DCPC Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length

1/0,1 16 40 116 88 2B 24.14
20,2 16 40 232 120 112 48.28
3107 26 66 337 214 118 35.54
41,2 12 28 1772 110 62 36.05
51,3 22 54 274 180 98 35.25
6|25 26 64 216 176 40 18.52
713,4 24 60 20( 132 68 34.00
83,9 28 72 358 280 78 21.79

94,5 24 58 298 174 124 41.61
10| 4,6 14 32 20( 134 66 33.00
11| 5,8 20 48 284 178 110 38.19
12| 5,11 24 58 190 156 34 17.89
13| 6,7 16 38 23( 144 86 37.39
14| 7,10 28 7Q 238 20p 36 15.13
15| 8,10 14 30 198 14p 56 28.28
16| 9,12 20 48 220 154 66 30.00
171 9,13 10 22 42 38 4 9.52
18| 10,12 22 54 198 166 32 16.16
19| 10, 13 10 22 14P 9B 44 30.99

20| 11,12 12 26 170 86 84 49.41

21| 11,13 6 12 84 40 44 52.38
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Figure 6-7 Length of the restored paths without RLBand with RLB for Net2
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Table 6-7 Results of RLB for Net3 with SCO Model
Net3 (Total spare capacitysJ= 194)
RLB with SCO Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length

1101 24 60 206 172 3u 16.50
20,8 22 56 207 136 66 32.67
3/0,11 8 16 104 62 4p 40.38
41012 6 10 54 3 24 44.44
5112 14 32 154 118 38 24.36

61,9 6 12 78 38 40 51.28
7123 18 46 164 114 50 30.49
8129 16 42 134 90 4p 30.97
91210 16 3 14§ 98 50 33.78
10| 3,4 14 364 154 106 48 31.17
11| 3,10 12 26 130 86 44 33.85
12| 4,5 20 52 206 146 60 29.13
13| 4,10 14 3 102 84 18 17.65
14| 5,6 16 4qQ 186 130 56 30.11

15|6,7 16 42 188 106 82 43.62
16| 6,8 20 50 13( 92 38 29.23
171 6,10 24 6 160 14 20 12.50
18] 7,8 8 16 74 62 1P 16.22
19 8,11 6 1 54 5 i 7.41
20| 9,12 6 1 76 64 1P 15.79
21| 10,11 14 3 118 76 42 35.59
22| 10,12 12 26 98 66 32 32.65

23] 11,12 4 6 28 28 0 0.00
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Table 6-8 Results of RLB for Net3 with H-L Model
Net3 (Total spare capacitysJ= 194)
RLB with H-L Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLB | RLB in Length | Length

1/0,1 24 60 204 146 60 29.13
210,8 22 56 202 134 68 33.66
310,11 8 16 1072 76 26 25.49
410,12 6 10 52 28 24 46.15
51,2 14 32 156 98 58 37.18

61,9 6 12 76 34 42 55.26
712,3 18 46 1772 118 54 31.40
8|29 16 42 12§ 74 54 42.19
92,10 16 3 134 10p 32 23.88
10| 3,4 14 36 118 88 30 25.42
11| 3,10 12 26 124 74 50 40.32
12| 4,5 20 5 206 14p 64 31.07
13| 4,10 14 3 110 84 26 23.64
14| 5,6 16 40 186 130 56 30.11

15| 6,7 16 42 188 106 82 43.62

16| 6,8 20 50 90 90 0 0.00
17| 6, 10 24 60 17 136 42 23.60
18| 7,8 8 16 7 64 1P 15.19
19 8,11 6 10 52 48 4 7.69
20| 9,12 6 10 74 62 1p 16.22
21| 10, 11 14 3 116 8D 36 31.03
221 10,12 12 26 96 76 20 20.83

23| 11,12 4 6 10 10 0 0.00
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Table 6-9 Results of RLB for Net3 with DCPC Model
Net3 (Total spare capacitys]= 250)
RLB with DCPC Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w, paths WRLB | RLB in Length | Length

1/0,1 24 60 2172 178 34 16.04
20,8 22 56 208 148 60 28.85
310,11 8 16 104 64 40 38.46
410,12 6 10 54 30 24 44.44
51,2 14 32 168 116 5p 30.95

61,9 6 12 78 38 40 51.28
712,3 18 46 142 108 34 23.94
8129 16 42 13( 98 3R 24.62
912,10 16 38 142 9P 50 35.21
10| 3,4 14 36 140 98 4P 30.00
111 3,10 12 26 130 90 40 30.77
12| 4,5 20 52 23 17 62 26.50
13| 4,10 14 32 122 76 46 37.70
14| 5,6 16 40 192 13p 62 32.29

15| 6,7 16 42 194 118 76 39.18
16| 6,8 20 50 142 116 26 18.31
171 6,10 24 60 172 13p 40 23.26
18] 7,8 8 16 104 82 2p 21.15
19| 8,11 6 10 54 50 il 7.41
20| 9,12 6 10 76 64 1p 15.79
21| 10,11 14 3d 11 oM 24 20.34
22| 10,12 12 26 9¢ 60 38 38.78

23| 11,12 4 6 28 28 0 0.00
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Figure 6-8 Length of the restored paths without RLBand with RLB for Net3
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Table 6-10 Results of RLB for Net4 with SCO Model
Net4 (Total spare capacitys]= 70)
RLB with SCO Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S. No. Span w; paths WRLB | RLB in Length | Length

1/0,1 14 32 86 58 28 32.56
20,2 14 30 84 66 18 21.4
310,3 6 10 32 26 () 18.7,
410,4 4 6 34 28 f 17.6
51,3 6 10 48 34 14 29.1
61,7 10 22 76 48 28 36.84
712,4 6 10 54 38 16 29.6
82,6 6 10 30 30 0 0.00
9128 8 16 7 5( 20 28.5
10| 3,4 4 6 18 12 6 33.3
11| 3,5 8 14 46 36 10 21.7
12| 3,6 8 14 4 36 10 21.7
13| 3,7 6 10 32 32 0 0.00
14| 4,5 6 10 34 30 4 11.7
15| 4,6 2 2 8 8 0 0.00
16| 5,6 4 6 38 32 6 15.7
17 | 5,7 2 2 18 18 0 0.00
18 5,9 6 10 28 28 0 0.00
19| 6, 8 6 10 28 28 0 0.00
20| 6,9 4 6 38 22 16 42,11
211 7,9 8 16 48 32 14 30.4
221 8,9 4 6 2 24 4 14.2
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Table 6-11 Results of RLB for Net4 with H-L Model
Net4 (Total spare capacitys]= 70)
RLB with H-L Model
Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
. Span w; paths WRLB | RLB in Length | Length
1/0,1 14 32 86 58 28 32.56
20,2 14 30 84 56 28 33.33
310,3 6 10 36 3( 6 16.67
40,4 4 6 32 2§ 4 12.50
51,3 6 10 48 36 12 25.70
61,7 10 22 76 50 26 34.21
7124 6 10 52 34 14 26.92
82,6 6 10 38 38 0 0.00
9|28 8 16 58 44 14 24.14
10| 3,4 4 6 12 12 0 0.00
11| 3,5 8 14 44 34 10 22.73
12| 3,6 8 14 38 32 5 15.79
13]3,7 6 10 16 16 0 0.00
14| 4,5 6 10 28 18 10 35.71
15| 4,6 2 2 4 4 0 0.00
16| 5,6 4 6 34 2§ 6 17.65
17| 5,7 2 2 14 14 0 0.00
18]5,9 6 10 26 26 0 0.00
19| 6,8 6 10 38 38 0 0.00
20| 6,9 4 6 18 18 0 0.00
211 7,9 8 16 58 50 3 13.79
221 8,9 4 6 32 2§ 4 12.50
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Table 6-12

Results of RLB for Net4 with DCPC Model

Net4 (Total spare capacitys]= 70)

RLB with DCPC Model

Length | Length
Length | of the of the Percent
Working | of restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span w; paths WRLB | RLB in Length | Length

1/10,1 14 32 86 64 2p 25.58
2/10,2 14 30 84 54 30 35.71
3/0,3 6 10 44 34 8 18.18
410,4 4 6 38 37 [ 15.79
51,3 6 10 54 34 16 29.63

61,7 10 22 76 42 34 44.74
7124 6 10 54 34 16 29.63
8|26 6 10 30 24 4 13.38
92,8 8 16 70 52 18 25.71
10| 3,4 4 6 22 16 6 27.27
11| 3,5 8 14 44 40 5 13.04
12| 3,6 8 14 44 42 4 8.70
13| 3,7 6 10 24 22 5 21.43
14| 4,5 6 10 34 24 10 29.41

15| 4,6 2 2 8 8 0 0.00
16| 5,6 4 6 38 32 6 15.79

17| 5,7 2 2 18 18 0 0.00
18| 5,9 6 10 2§ 16 12 42.86
19| 6,8 6 10 28 24 4 14.29
20| 6,9 4 6 38 22 16 42.11
211 7,9 8 ik 48 44 4 8.33
221 8,9 4 6 38 3( 8 21.05
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Figure 6-9 Length of the restored paths without RLBand with RLB for Net4
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Table 6-13 Effect of RLB with SCO, H-L and DCPC méhods
Test Average Length | Average Length Percent

Networks | of p-cycle of working paths | Lwris | Lris Lwris - Lrig | Reduction
Netl

SCO 15.08 14.16 9.14 5.02 35.48

H-L 15.08 2.88 14.08 9.04 5.00 35.52

DCPC 15.90 15.82 9.66 6.16 38.91
Net2

SCO 11.92 10.41 7.08 3.33 31.99

H-L 11.00 2.14 9.90 7.30 2.61 26.31

DCPC 12.07 11.29 7.72 3.56 31.58
Net3

SCO 9.70 9.37 6.63 2.70 28.92

H-L 9.70 2.03 9.03 6.33 2.70 29.87

DCPC 10.42 9.63 6.91 2.72 28.27
Net4

SCO 8.75 6.49 5.04 1.45 22.34

H-L 8.75 1.58 6.14 4.90 1.24 20.18

DCPC 8.75 6.73 5.07 1.66 24.69
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Figure 6-10 Effect of RLB with SCO, H-L and DCPC mé¢hods
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e Discussions

The restored paths without RLB, for some spanse ltamsumed a large fraction of the
spare capacity used to form theycles e.g. for Netl — span nos. 1, 3, 14, 15176 for
Net2 — span nos. 3, 5, 8, for Net3 — span nos, 122and for Net4 — span nos. 1, 2. The
reduction in the restored path length is also §icant for these spans. In some cases the
reduction is more than 50% e.g. (Netl — Table 6span no. 1, Table 6.3 — span no. 2, 15,
16; Net2 — Table 6.5 — span no. 1 Table 6.6 — sppar22; Net3 — Table 6.7 — span no. 6) .
The reduction in absolute terms is also very sigaift. The maximum amount is in the
range of 30% to 58% of the total spare capacityhlighted with blue colour). The average
reduction as shown in Table 6.13 with all the msdsl also about 30% for all the test

networks except Net4, for which, it is in the ram§&0%. The Net4 is SmallNet with large

E, hence, the reduction is less. The above obsensindicate that the effects of RLB
can not be ignored.

If for the links of a span, after restoration wilset ofp-cycles, there is no loop back
then the reduction will obviously be zero. Thesgetyf spans are minimum for Netl and
Net2, as for these network®,, the total number of nodes is large and the aeemih
length is more (Table 6.13); therefore, more loapks are expected. Whereas in Net4 the
grey spans are maximum due to two reasons —roiserelatively lower and second &-is
maximum hence, average path lengths are smalltirgguth lesser loop backs. It may also
be noted that for single hop working paths therémwat be any loop back with amptcycle,
hence, reduction in restored path lengths will & Zor these paths. Further, the grey rows
are maximum with H-L model. This is due to the fdwt with this model, for every span

the solution set gp-cycles is not same, whereas with SCO and DCPC htbdesame set
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of p-cycles is used for all the spans. In the H-L mpfiglevery span, the solution set of the
p-cycles are found separately with additional castrin the form of hop count limit
which limits the restored path lengths, hence, nsm@ns without loop backs are there in
this model.

The spans, for which the reduction in the restqatth length is zero, are not same for
the three models gb-cycle formation (Tables 6.1 to 6.12). Similarlyagg, for which
reduction in restored path length is maximum, aresame for all the three models. Same
is true for spans for which reduction in the restbpath length is maximum percent wise.
The spans with maximum reduction, either absolutgercent, are also not fixed. The
working paths are fixed for all the three cases;dhly change is in the solution setpaf
cycles. Thep-cycles, in the solution sets of SCO, H-L and DAR&el, are different. This
suggests that the amount of loop backs depends tlyegrcycles which are protecting a
particular path.

The order of maximum reduction (blue and greenslimethe Tables 6.1 to 6.12) and
the difference inLg s andlLg, g is almost same for a particular network with SC@ &

L model, but is slightly higher for DCPC. The ambus increasing withn . In case of

SCO and H-L model, the total spare capacity usep-tycles,Ts, is same (Tables 6.1 and
6.2, Tables 6.4 and 6.5, Tables 6.7 and 6.8, afde3&.10.and 6.11 for Netl to Net4
respectively). The average lengthpa€ycles is also same (Table 6.13). However, in chse
DCPC, Ty, is more and the average lengthpatycles is also more, except for Net4 in
which the Ts, is same for all the cases and average lengtp-@fcles is also same.
However, the percentage reduction in the restoath lengths for Net4, is not same for all

the models and is maximum with DCPC model (TablE3%. Further, the behavior of
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percentage reduction is not consistent. This suggbhat some other factors are also there
which are influencing the behavior of percentagduction. With further study, we have
found that allocation of @-cycle to a path in failed span is also importamd anay be

responsible for the inconsistency. This will becdssed in detail in the next chapter.

6.5.3 EFFECTIVENESSWITH HOP COUNT LIMITED MODEL

In the previous section, we have taken fixed hopntdimit for the purpose of

comparison with other methodswtycle formation. To study the effect of hop colimit,
theL, . andLg g are calculated for different values of hop countits. The results are

shown in Fig. 6.11. For smaller values of hop cdimit, the restored path lengths are
small, and reduction in the restored path lengtin ®LB is very small. This is due to the

fact that with hop count limits, the restoratiorthgaprovided byp-cycles are less than or

equal to the hop count limit. For smaller hop colimit the restoration paths are smaller,
hence there is almost no loop backs. However fesdhcases, the initial spare capacity
required for the formation of the set picycles is quite large (Fig. 6.12). Therefore, to
achieve the smaller restored path lengths, injtibre spare capacity is to be provisioned.
For higher hop count limits approaching to the namif nodes in the network, the spare
capacity required for the formation of the setpedycles approaches to that of the SCO

model. With increase in the hop count limit, théuea ofL,,, andL, also increases

and matches with that of the SCO model. This furdteengthens our argument of loop
backs and longer restored path lengths, the pagk for mesh like efficiency gb-cycles.
Thus, with efficientp-cycles, restored paths will be longer resultingrinore loop backs,

and making RLB more effective. If smallgrcycles are used, obviously, restored paths will
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be shorter with less loop backs, but with moreiahpare capacity. Whereas with RLB,

smaller restored path lengths can be obtainedaptimum initial spare capacity.
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Figure 6-11 Variation in effects of RLB with varying hop count limit
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Figure 6-12 Variations in Tg, with varying hop count limit
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6.5.4 EFFECTIVENESS WITH AVERAGE NODAL DEGREE

To consider the effect ofi on the amount of released capacity we have teabed
algorithm with decreasing for Net4, for SCO model which optimizes the iditipare
capacity. To decrease the spans are removed randomly. Only those spans bese
removed which left the network with a feasible IkBlution. The simulations were done
many times with different random seeds, and aveiagaken for all the simulations (Fig.

6.13).

Net4 Awerage restored path lengths ~—&—WRLB
12 —=—RLB

=
(o)} (o¢) o

Hop Counts

N

2 I T I I T T T T T T T T 1

2 22242628 3 32343638 4 42 44
Average Nodal Degree

Figure 6-13 Effects of RLB with varying average nodl degree

The L. values remain almost constant fdr in the range of 2.2 to 4.4. Whereas,

there is reduction in the, . . . Hence, the difference in, ., andLg gis small for higher

values ofd , and is increasing as is reduced. It means that loop backs are leskfger

values ofd , and more for smalled . This is also expected intuitively.
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6.5.5 RLBWITH NUMBER OF NODESIN THE NETWORK

Similarly, the simulations are carried out for caméd and increasingh (Fig. 6.14).

The L., and L, have been found fod = 2.0, 3.0 and 4.0 (Fig. 6.14 (a), (b) and (c)).

The values ofL and L, for d = 2.0 are in perfect agreement with thg, and

WRLB
Ly s Values obtained mathematically from Equations 6@ &.4. The Equations 6.3 and

6.4 have been derived without any assumptions;deheoretical and simulated values are
exactly same, thus validating the simulations.

The values ofL and L ; are increasing linearly with increase m for all the

WRLB

values ofd (Fig. 6.14). The lines foi are more steep as comparedlig ;. This

WRLB

indicates the increase in the amount of loop batks. steepness af,,, and L, are

inversely proportional tad . Thus we can say that with increasedinthe amount of loop
backs is decreasing (same as obtained with Netddtion 6.5.2).

The reduction in the restored path lengths i.edifference between, ., andLg;is
shown in Fig 6.15 for all the values df. The difference is almost linearly increasing with
increase inn, however, again the steepness of the differendedseasing with increase in

d . It means that loop backs are increasing witand decreasing withl . The result for

N is in confirmation with the mathematical bound.eTieduction will become equal to
zero for d = n—1 which is the limiting case, when there will be Inop backs and_, &

remains equal thg -
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Figure 6-14 Variations in L ; and Ly g with number of nodes for constantd
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Figure 6-15 Difference in L, and Ly o for different values of d

6.5.6 RESULT WITH VARIOUS TRAFFIC DISTRIBUTIONS

We have further considered the general case dictragatrix when the traffic from one
node is generated with probability ‘prob’ for evether node in the network and values of
‘prob’ are taken as 0.1, 0.2,...,1.0. With eaclugaldf ‘prob’, the traffic matrix is generated
and p-cycles are found with SCO model. Thg, ; and L, are calculated. For each
value of ‘prob’, the process is repeated many tirmed average is taken to remove the
estimation noise from simulations. The results sinewn in Fig. 6.16. The difference

betweenL, s and L, ; remains almost constant. Thus we can say thattiedus almost

independent of the traffic load.
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Figure 6-16  The Lyr.s, Lrig and Lyris- L. g (difference) values for (a) Netl, (b) Net2, (c) N&

and (d) Net4 with various traffic distributions

6.5.7 EFFECTIVENESS IN CASE OF DUAL FAILURE SURVIVABILITY

The RLB provides significant reduction in the restbpath lengths. The reduction in
the restored path lengths means release of redugdpacity, in some cases as much as

38.9% (Netl —Table 6.13). The additional releasapacity with RLB can be used for

providing protection in the event of second failufdne effect on survivability for dual

failures has been observed in the following two svay
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e EFFECT ON RESTORATION OF LINKS DURING SECOND FAILURE

The total number of links which can be protectediragt second failure with RLB and
WRLB have been compared. The network is provisiongti initial spare capacity as
obtained in the SCO model. Following steps are @igedalculating the percentage of links
which can be protected against second failure.

Step 1- Failure of any one span is assumed, alpdties passing through that span has
been restored with RLB and WRLB.

Step 2- The working capacity of all the remainipgrss has been modified to include
the capacity used by the restored paths of thedapan with RLB and WRLB.

Step 3- The spare capacity is also modified tocorathe capacity used for restoration
of the paths of the failed span with RLB and WRLil&he capacity which is released
from RLB is added to the spare capacity.

Step 4- The DCPC method is used to formpksycles in the spare capacity, and the
number of links which can be protected by the fairaet ofp-cycles is counted with RLB
and WRLB.

Step 5- Step 1 to step 4 are repeated for eachasmhthen average is taken to find out
the percentage of links that can be protected agjagtond failure with RLB and WRLB.

The results are shown in Fig. 6.17. The resultsvsihe improvement in the percentage
of links that can be provided protection with RLBthe event of second failure. For all the
networks, with RLB, more number of links can betpoted against second failure with the
same amount of initial spare capacity and the maminimprovement 14.4%, is for test
network, Netl, i.e. 14.4% more links can be restarethe event of second failure with

RLB as compared to WRLB.
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Figure 6-17 Percent improvement in the link protedbn against second failure and reduction in the

spare capacity required for 100% dual failure resteability with RLB over WRLB

o REQUIREMENT OF SPARE CAPACITY FOR SECOND FAILURE RESTORABILITY

In this case, after step 1 and step 2, SCO modsiad to find the total amount of spare
capacity for 100% dual failure restorability with.R and WRLB. With this model, we
have the values of required spare capacity on spah (after failure of a span) for 100%
protection during second failure. The above prodsssepeated for each span of the
network considering it as a failed span and thenntfaximum capacity value required on
every span is taken for 100% dual failure restditsghwith RLB and WRLB.

The percentage reduction in the amount of iniere capacity to be provisioned with
RLB has also been shown in Fig. 6.17. With RLB dtirthe test networks the amount of
initial capacity to be provisioned for 100% restoligy, is smaller. The maximum
improvement is obtained for Net 2, about 11%. lang initially 11% less capacity is to be

provisioned in the network to provide dual failstgvivability.

Chapter 6 Removal of Loop Backs



150

6.6 CONCLUSIONS

The effectiveness of RLB has been studied extelysinethis chapter. We have found
that amount of loop backs or reduction in the nestopath lengths is significant and
remains almost constant for a particular networllemnvarious test conditions with SCO
model. The reduction depends upon the length ofptieéection path provided by the
cycles. Therefore, with H-L model for smaller hapunot limits, loop backs are very small
but with large amount of initial spare capacity.wéwer, with hop count limit above a
threshold value, when spare capacity requiremerichea with that of SCO model, the
reduction with H-L model is more or less same ab\8ICO model. Similarly with DCPC,
loop backs are more as the length of the proteqiath provided by-cycle is relatively
more with more initial spare capacity and henceremeduction.

We have also found that the reduction in the restopath lengths is directly
proportional to the number of nod®s in the network as derived mathematically also. The
reduction in the restored path lengths is inverpebportional to average nodal degree
Also, with various traffic distributions, the amduwf reduction in the restored path lengths
remains constant. With RLB, there is definite imment in the dual failure restorability
also.

Another interesting fact is that apart from the elgency on the factors discussed
above there is some other factor also on whichreékection in the restored path lengths
depends. As mentioned earlier, the reduction adgeds on the mapping opacycle to a
working path in the span. This issue has been tigated in the next Chapter.

In the next chapter, we present the effectspafycle allocation and due to the

importance of RLB a distributed protocol to impleth&LB in real network is also given.
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CHAPTER 7
DISTRIBUTED PROTOCOL AND OPA?®?

In this chapter, the distributed protocol for themoval of loop backs and
reconfiguration of the restored paths, is giventhAthis protocol, the loop backs in the
restored path are first identified and then removédg: protocol can be implemented in any
real network in a distributed manner. Next, the am@nce of allocation gb-cycles to the
paths in the failed span has been discussed. Theocthéor the allocation op-cycles to
protect a working path is given and its effect ba teduction of the restored path lengths

has been studied.

7.1 DISTRIBUTED ALGORITHM FOR RLB

In this protocol, we have assumed that each nodetamas the status table for each
lightpath, consisting of previous node, next noslayelength / fiber in the previous span,
wavelength / fiber in next span. All the nodes as® maintaining status tables for all the
configuredp-cycles in the form of mapping from previous nodel avavelength / fiber to
next node and wavelength / fiber. For second pheasenfiguration, each lightpath has
been identified with its Pathld, and to communidagéveen nodes, three types of packets,
‘Probe,” ‘Switch,” and ‘Release’ have been used.thé packets will have first and second

fields as follows.

12 This chapter is based on the work submitted i5]14nd to be published in [146].
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. Packetld: This field will contain the informatiob@ut the type of the packet i.e. it
identifies whether packet is ‘Probe’, ‘Switch’ dkélease’.

. Pathld: This field will contain the identificatiarumber of the path which is being
restored via the-cycle path and for this path, second phase regordtion is
taking place by removal of loop backs.

TheProbe packetsvill have third field as

. Route: In this field, the Ids of the nodes, throwghich Probe packet will pass, are
added.

The Switch packetvill have following additional fields.

. FirstNodeld: This field contains the Id of the nddewhich, the lightpath is going
from the destination of Switch packet.

. SecondNodeld: This will contain the Id of the nadavhich, the lightpath is to be
switched.

TheRelease packetill have the following additional fields;

. ReleaseCap: When this field is set, the node thraugch the packet is passing
will release the capacity (wavelength).

. Nodeld: This field contains the Id of the commord@avhich has generated this
packet.

. DirectionFlag: Upstream or downstream forwarding.

The distributed protocol will be initiated at bdtie upstream and downstream nodes of

the failed spans. Consider the network shown irs.F&g2 (a) and 6.3 (a) (reproduced on
page 153). Let us call the upstream node 2, anddtwstream node 3 of the failed span 2,

3, as Ir and k; respectively. The algorithm will work as follows.
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Fig. 6.2 Working path and p-cycle
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Fig. 6.3 Restored path before and after removal dbop backs
(Reproduced here for convenience)

Step 1l is to collect the information about the route loé wworking path and the-
cycle path with ‘Probe’ packets by end nodes offttled span. The {HF,) node will send
‘Probe’ packets to the source (destination) nodethre upstream (downstream) nodes of
the lightpath and to the;KF;) node through the restoration path provided bypHugcle.
Thus for each lightpath two ‘Probe’ packets willdent by k (F2) node of the failed span.

Every node will enter its Id in the route field thfe ‘Probe’ packet. When the packet
reaches the source node (destination node) ofghgpéath, then it is sent back to the(F,)

node of the failed span. This packet contains theer information of the working path
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from the source to the kF, to the destination) node. The @) node will also receive the
‘Probe’ packet sent by the, KF;) node. This packet will contain the information tbe
restoration path provided by tpecycle.

Step 2 is the identification of the common nodes withdest loop back lengths by
end nodes of the failed span. As theg(l,) node will have the complete information of the
working path from source to the B~ to the destination) node, and the restoration péth
the p-cycle, it can identify the common nodes in the kirog path and the restoration path.
Then, k (F,) will calculate the length of the loop backs faick of the common nodes and
identify the loop back path having maximum lendgthe corresponding common node N1
(N2) is identified by I (F,).

Step 3 is to send the ‘Switch’ packets to the common soolg end nodes of the
failed span. The HF;) node will send ‘Switch’ packet, to the identifiedmmon node N1
(N2).

Step 4  is to perform the switching action for removall@bp backs by the common
node. The common node will identify the lightpatlithwits ‘Pathld’ and perform the
switching action to switch the lightpath from thede identified by the ‘FirstNodeld’ to the
node identified by the ‘SecondNodeld’. This willmeve the loop back from the restored
path.

Step5 is to send the “Release’ packet to the nodes waeblin loop back for
releasing the loop back capacity. The common nadéN\®) will send the ‘Release’ packet
to FirstNodeld. The FirstNodeld will release th@aeity corresponding to the ‘Pathld’ and
send a similar request to next node in the dowastr@upstream) direction. This chain of
messages ultimately will arrive back at the commode N1 (N2) completing the release

process.
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This is to be noted that the capacity at the inesliate nodes of the loop back path will
be released after the switching is performed aidbetified common node, to maintain the
continuity of the lightpath.

As an example to demonstrate how this protocol aipsr consider the second phase
reconfiguration in Fig. 6.2(b). The lightpath 4,%,0, 12, 11, 13 is passing through 0, 12
(failed span). ‘0’ and ‘12’ are the upstream andvdsiream nodes of the failed span
respectively. After the failure of the 0, 12 spahe lightpath is restored through the
protection path 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 1), 12 provided by the-cycle (Fig. 6.3 (b)).
This restoration is done by performing one switghaction at each of the nodes 0 and 12
in the first phase. All the lightpaths passing tlgi failed span 0, 12, will be restored in the
same manner with thecycles of the solution set, during first phaseteAthis restoration,
in the second phase, the node 0 (node 12) will skad”robe packets to source node 4
(destination node 13), and to 12 (0) through treqution path O, 1, 2, ........ , 11,12 (12,
11, 10,....... , 1, 0) provided by thecycle for the lightpath. The probe packets are sen
back by source node 4 (destination node 13) to fdaede 12).

When the Probe packets from source node 4 (destinabde 13) as well as node 12
(0), are received at node 0 (12), the node 0 (iR)wrelate them on the basis of Pathld.
With the information in the Route field, node 0 Y14ll find the common nodes between
working path and the protection path of feycle i.e. 4, 6 and 5 (11). Then it will find
that the length of the loop backs for 4, 6, and.B) @re 7, 8, and 6 (2) respectively. The
node 0 (12) will now send Switch packet to 6 (ihg common node with longest loop
back path length, containing 5 and 7 (12 and 13he FirstNodeld and SecondNodeld

field respectively.
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After receiving the Switching packet, node 6 (11} perform the switching action to
switch the lightpath direction from node 5 (12)nde 7 (13). This switching will remove
the loop backs from the restored path. Then comnuale 6 (11) will send Release packet
to node 5 (12). Node 5 (12) will release the caydmetween node 6 and 5 (11 and 12) and
forward the packet to the next downstream (upstjeamde O (11). This process will be
repeated till the packet reaches to 6 (11) via 3, @, 3, 4, 5 (12) releasing the capacity of
the loop back. The restored path length will nowsbeen hops instead of seventeen hops

before RLB (Fig. 6.3 (b)).

7.2 OPTIMUM P-CYCLES ALLOCATION TO THE PATHS IN THE

FAILED SPAN (OPA)

All the working capacity of each span is protecbhgdthe p-cycles of the solution set
(Fig. 5.2 to Fig. 5.5). Without RLB, any link ofdfspan may be protected by any one of the
p-cycles in the solution set. If the protection aapaavailable for a span is more than the
working capacity of that span, then there is sohmoe for the selection gi-cycles. The
p-cycles may be selected to minimize the total capased by the restored paths. Among
all thep-cycles protecting the failed span as on-cyclethrdeft and right paths @kcycles
protecting the span as straddling span, the pioteqiath with least length could be

selected first. It should be noted that this sededts independent of the working path.

7.2.1 SCENARIOWITH RLB

The situation is entirely different with RLB. Thestored path length after removal of

loop backs will depend upon allocation op-&ycle to a particular path. This is illustrated
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in Fig. 7.1. There are two working paths — PathLAQ; 8, 6, 5) and Path B (1, 0, 12) (Fig.
7.1 (a)) passing through the failed span 1, 0. dlae twop-cycles (found with SCO
model) to protect 1, 0 as straddling span. Theseptaycles provide four protection paths,
left path 1 (LP1- 1, 9, 12, 0) and right path 1 {RA, 2, 10, 3, 4, 5, 6, 7, 8, 11, 0) provided
by p-cycle 1 (1, 2, 10, 3, 4, 5, 6, 7, 8, 11, 0, 121)9and left path 2 (LP2 -1, 9, 12, 10, 11,
0) and right path 2 (RP2- 0, 8, 7, 6, 5, 4, 3,)prbvided byp-cycle 2 (1, 9, 12, 10, 11, O,
8,7,6,5, 4,3, 2, 1) (Fig. 7.1(a)). Let the PaAttbe protected by LP2, and Path B be
protected by RP1. The restored paths with RLB bell1, 9, 12, 10, 11, 0, 8, 6, 5and 1, 2,
10, 3,4, 5, 6, 7, 8,11, 0, 12 for Path A and Matlespectively (Fig. 7.1 (b)). In this case
the total restored path length is 19 (8 + 11). Nmwthe Path A be protected by RP2 and
Path B protected by LP1. The restored paths witB Bte 1, 2, 3, 4, 5 and 1, 9, 12 of Path

A and Path B respectively (Fig. 7.1 (b)). The to&stored path length is now 6 (4 + 2).

P Hfth Awith LP 2 Path B with RP 1
—

Path A with RP
(b)
Figure 7-1 Importance of allocation ofp-cycles to the working paths, (a) Working paths —Pth A

and Path B, LP1, RP1, LP2 and RP2 paths of the two-cycles respectively, (b) two of the options for

allocation of p-cycle paths to the working paths after failure ofspan 0-1
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This example makes it clear that the restored leajths depend upon the allocation of
the p-cycles to the working paths. The straight forwardblem of selection op-cycle

without RLB is now a complex assignment problem.

7.2.2 PROBLEM FORMULATION

The restored path lengths with RLB of the two pathath A and Path B with LP1,

RP1, LP2, and RP2 can be represented in the nfatrixas shown below
LP1 RP1 LP2 RP2

PathA [6, 5, 8, 4]

PathB [2, 11, 2, 9]

In the above example two out of fopHtycle segments are allocated to the two paths,
Path A and Path B. This allocation can be done2rnways, and one of them is to be
selected in such a way that the total restored leaidths with RLB will be minimized. If
the number of total paths and the number of fp&ycle paths for the failed span are equal
then this is minimum-cost (or maximum-weight) mauim cardinality matching on a
bipartite graph. It has the complexity of n! conddions (n is the dimension of the square
matrix) with brute-force approach. However, thelpeon can be solved with Hungarian
algorithm with the complexity of O [147]. The extension of the Hungarian algorithm
for rectangular matrices [148] has been used féinamn p-cycle allocation (OPA) in the
present work’. The input matrix element; Cfor the Hungarian algorithm will be given by

C.,;= Ler when theé™ path is protected by th& p-cycle.

13 The search of Hungarian algorithm and the Javaséat its implementation have been carried ourttjpi

with Mr. Srinivas during his M. Tech dissertatidp].
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The OPA baseg-cycle assignment to different paths through thikedaspan can be
computed in advance at the incident node of ea@n g5 the nodes have complete
topology, working path ang-cycle information. It should be noted that the&ycle is
allocated to a path for protection of one of it&lwhich is passing through the failed span.
It is not necessary that the sameycle is assigned to all the links which are tlylou
different spans, of the path. In other spans, dffep-cycles may be assigned to protect the

other links of the same path.

7.3 PERFORMANCE EVALUATION OF RLBOPA

In this chapter for all the test cases of the masichapter, th@-cycles have been
allocated as per OPA and then calculations haven bgerformed without RLB
(WRLBOPA) and with RLB (RLBOPA) to find the effeggness of OPA. We shall see
later that the performance of WRLB and WRLBOPA lim@st same; hence, we have laid
emphasis on results with RLBOPA. We have evalu#tedperformance of RLBOPA in
the following sections with the same test scenaaius conditions as were used in previous

chapter to evaluate the performance of RLB.

7.3.1 RLBOPA wiTH DCPC, SCO AND H-L MODEL

The results of RLBOPA with SCO, H-L and DCPC modesd given in Tables 7.1 to
7.12 and Fig. 7.2 to Fig. 7.5. In case of SCO fetl\'the maximum percentage reduction
and absolute reduction in the restored path lerfglssbeen increased to 75% and 560 with
RLBOPA from 53% and 440 with RLB, respectively (ngoare Table 6.1 and Table 7.1).
Almost the similar changes are there for all othetworks and with H-L and DCPC

models also. Even for Net4, the maximum percentadection in the restored path lengths
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has increased to 58% with SCO model (Table 7.1 68% with H-L model (Table 7.11),
making RLBOPA more effective.

In Tables 7.1 to 7.12, the ‘Grey’ spans are thesdoe which, there is no reduction in
the total restored path lengths for a span. Thee'ldpans are the spans showing maximum
absolute reduction. The ‘green’ spans corresponeshe’s having maximum percentage
reduction in restored path lengths. Further, imgdrtfact is the reduction in the ‘grey’
spans in Tables 7.1 to 7.12 as compared to Tahle®®.12.It means for the spans which
are no more ‘grey’, earlier there were no loop Isadkut now there are. However, the
restored path lengths, for these spans with RLBORbles 7.1 to 7.12), are smaller and in
some cases equal to the restored path lengthsvadhidth RLB (Tables 6.1-6.12). At the
same time, there are a few new grey spans in Tableso 7.12 which were not there
earlier. It means that a few grey spans are addedalOPA, but they have smaller restored
path lengths. This strengthens the argument thi pvcycle protection, to get minimum
restored path lengths, thecycles should be allocated with OPA to get the imum

restored path lengths after removal of loop backs.
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Table 7-1 Results of RLBOPA for Netl with SCO Model
Netl (Total spare capacity Tsp=754)
RLBOPA with SCO Model
Length of
Length | Length of | the
Working | of the restored| restored Percent

capacity | working | paths paths Reduction| reduction

S.No.| Span | w; paths WRLBOPA | RLBOPA | in Length | in Length
1]10,1 46 178 824 358 470 56.76

20,3 18 52 238 60 178 74.79
3109 68 262 912 402 510 55.92
411,2 22 76 35 229 132 37.29
5123 16 52 144 76 68 47.22
6|24 22 64 364 270 ou 25.82
713,5 30 104 504 244 264 51.97
8|4,5 30 104 322 174 148 45.96
914,6 32 106 582 374 208 35.74
10| 5,8 48 172 644 27 372 57.76
111 5,9 24 78 208 118 90 43.27
12| 6,7 28 90 49 326 172 34.54
131 7,8 56 194 64 314 330 51.24
14| 7,11 44 15§ 780 426 354 45.38
15| 8,9 54 194 782 234 548 70.08

16 | 8, 10 66 246 896 336 560 62.50
17| 9, 18 70 248 89 458 440 49.00
18| 10,11 20 54 16 8p g2 48.81
19| 10, 14 64 236 798 340 458 57.39
20| 10, 18 26 72 428 134 294 68.69
21| 11,12 36 124 664 340 324 48.80
22| 12,13 12 3d 178 146 32 17.98
23| 13,14 32 114 584 290 294 50.34
24 | 14,15 24 74 448 22p 226 50.45
25| 15, 16 20 64 372 236 136 36.56

26 | 16, 17 4 6 10 10 0 0.00
27| 16, 18 40 144 286 186 100 34.97
28 | 17,18 32 104 554 238 316 57.04
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Table 7-2 Results of RLBOPA for Netl with H-L Model
Netl (Total spare capacity Tsp=754)
RLBOPA with H-L Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLBOPA | RLBOPA | in Length | Length

1101 46 178 824§ 358 470 56.76

20,3 18 52 238 60 178 74.79
310,9 68 262 912 408 504 55.26
411,22 22 76 344 216 132 37.93
52,3 16 52 124 76 5p 40.63
6|24 22 64 356 258 98 27.53
713,5 30 104 532 258 274 51.50
8|45 30 104 344 176 168 48.84
94,6 32 10 594 386 208 35.02
10| 5,8 48 17 644 276 368 57.14
11| 5,9 24 7 194 11P 86 43.43
12| 6,7 28 90 51( 338 172 33.73
131 7,8 56 194 650 31p 338 52.p0
14] 7,11 44 158 794 432 362 45.69

15|8,9 54 194 808 234 574 71.04
16| 8,10 66 246 896 346 550 61.838
171 9,18 70 248 898 458 440 49.00
18] 10,11 2 5 146 8p g0 41.10
19| 10, 14 64 236 828 350 478 5773
20| 10,18 26 72 429 128 294 69.57
21| 11,12 36 12 668 336 332 4970
22| 12,13 12 30 184 148 36 19.57
23] 13,14 32 116 588 312 276 46.04
24 | 14,15 24 74 446 220 226 50.67
25| 15,16 20 66 370 234 136 36./76

26 | 16, 17 4 6 10 10 0 0.00
27| 16,18 40 144 284 184 100 35.p1
28| 17,18 32 108 55p 236 316 57.25
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Table 7-3 Results of RLBOPA for Netl with DCPC Mode
Netl (Total spare capacity Tsp=922)
RLBOPA with DCPC Model
Length of
Length |Length of |the Percent
Working | of the restored restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w, paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 46 178 856 404 452 52.80
2|0,3 18 52 264 56 208 78.79
310,9 68 262 796 362 434 54.52
411,2 22 76 354 204 150 42.37
5/2,3 16 52 150 72 78 52.00
6|24 22 64 336 244 92 27.38
713,5 30 104 438 192 246 56.16
8/4,5 30 104 326 172 154 47.24
94,6 32 106 582 370 212 36.43
10| 5, 8 48 172 414 218 196 47.34
11]5,9 24 78 214 104 110 51.40
12| 6,7 28 90 498 322 176 35.34
13/7,8 56 194 632 294 338 53.48
14| 7,11 44 158 784 442 342 43.62
15| 8,9 54 194 734 230 504 68.66
16| 8, 10 66 246 972 374 598 61.52
1719, 18 70 248 686 386 300 43.73
18| 10, 11 20 54 176 92 84 47.73
19| 10, 14 64 236 774 356 418 54.01
20| 10, 18 26 72 398 112 286 71.86
21|11, 12 36 128 698 372 326 46.70
22| 12,13 12 30 192 156 36 18.75
23|13, 14 32 116 618 346 272 44.01
24| 14, 15 24 74 428 204 224 52.34
25|15, 16 20 66 352 216 136 38.64
26|16, 17 4 6 50 46 4 8.00
27|16, 18 40 144 250 182 68 27.20
28|17, 18 32 108 608 272 336 55.26
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Figure 7-2 Total length of the paths of a span witiRLBOPA and WRLBOPA for Netl with (a)
SCO model, (b) H-L model and (c) DCPC method
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Table 7-4 Results of RLBOPA for Net2 with SCO Model
Net2 (Total spare capacity Tsp=286
RLBOPA with SCO Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No.| Span | w; paths WRLBOPA | RLBOPA | in Length | Length

1101 16 40 126 50 76 60.32
20,2 16 40 18( 70 110 61.11
3107 26 66 29( 142 148 51.03
411,22 12 28 109 46 6P 57.41
51,3 22 54 256 132 124 48.44
6|25 26 64 2272 124 98 44.14
713, 4 24 60 216 100 116 53.70

83,9 28 72 310 154 156 50.32
9145 24 58 247 114 128 52.89
10| 4,6 14 32 18( 98 8P 45.56
11| 5,8 20 48 242 12p 120 49.59
12| 5,11 24 5 214 104 110 51.40
13| 6,7 16 38 20§ 100 108 51.92
141 7,10 28 70 246 13D 116 47.15
15| 8,10 14 30 158 80 78 49.37
16| 9,12 20 48 176 7P 104 59.09
171 9,13 10 2 122 50 72 59.02
18] 10,12 22 54 216 98 118 54.63
19| 10, 13 10 24 56 40 16 28.57

20| 11,12 12 26 120 38 82 68.33
21| 11,13 6 12 7( 50 20 28.57
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Table 7-5 Results of RLBOPA for Net2 with H-L Model
Net2 (Total spare capacity Tsp=286
RLBOPA with SCO Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span |w; paths WRLBOPA | RLBOPA | in Length | Length

10,1 16 40 17¢ 54 116 68.24
2|10,2 16 40 160 70 90 56.25
3/0,7 26 66 252 120 132 52.38
411,2 12 28 9Q 42 48 53.33
51,3 22 54 25( 118 132 52.80
6|25 26 64 254 136 118 46.46
7134 24 60 23( 102 128 55.65

83,9 28 72 290 144 146 50.34
9|45 24 58 224 114 114 50.00
10| 4,6 14 32 18 96 8% 46.67
11| 5,8 20 48 216 120 96 44.44
12| 5,11 24 59 194 10p 92 47.42
13| 6,7 16 38 208 92 116 55.77
14| 7,10 28 7 234 130D 104 44.44
15| 8,10 14 30 13 72 62 46.27
16| 9,12 20 48 20 80 128 61.54
17| 9,13 10 22 6 38 30 44.12
18| 10,12 22 5 20 104 104 50.p0
19| 10,13 10 22 72 38 34 47.22

20| 11,12 12 26 110 34 76 69.09
21| 11,13 6 12 6 32 28 46.67
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Table 7-6 Results of RLBOPA for Net2 with DCPC Modke
Net2 (Total spare capacity Tsp=362
RLBOPA with DCPC Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span |w, paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 16 40 1472 50 op 64.79
20,2 16 40 179 60 118 66.29
3107 26 66 304 138 166 54.61
41,2 12 28 14( 70 70 50.00
51,3 22 54 220 114 106 48.18
6|25 26 64| 208 129 86 41.35
713,4 24 60 237 110 122 52.59

83,9 28 72 358 178 180 50.28
9|45 24 58 234 110 124 52.99
10| 4,6 14 32 184 op o 50.00
11| 5,8 20 48 272 140 132 48.53
12| 5,11 24 58 200 96 104 52.00
13| 6,7 16 38 214 116 98 45.79
14| 7,10 28 70 236 124 112 47.46
15| 8,10 14 30 182 106 76 41.Y6
16| 9,12 20 48 158 7P 86 54.43
171 9,13 10 22 78 36 4p 53.85
18| 10,12 22 54 144 8p g2 43.06
19| 10, 13 10 27 74 40 34 45.95

20| 11,12 12 26 162 46 116 71.60
21| 11,13 6 12 84 40 a4 52.38
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Figure 7-3 Total length of the paths of a span witlRLBOPA and WRLBOPA for Net2 with (a)

SCO model, (b) H-L model, (c) DCPC method
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Table 7-7 Results of RLBOPA for Net3 with SCO Model
Net3 (Total spare capacity Tsp=194)
RLBOPA with SCO Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w; paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 24 60 206 126 80 38.83
20,8 22 56 202 118 84 41.%8
3]10,11 8 16 104 54 50 48.08
410,12 6 10 54 28 26 48.15
51,2 14 32 156 90 6p 42.31

61,9 6 12 78 34 44 56.41
7123 18 46 164 100 61 39.02
8|29 16 42 13( 64 6p 50.77
91210 16 38 148 70 78 52.70
10| 3,4 14 36 154 100 54 35.06
11| 3,10 12 26 130 58 72 55.38

12| 4,5 20 52 206 104 102 49.51
13| 4,10 14 32 8( 44 36 45.00
14| 5,6 16 4(Q 15 84 66 44.00
15| 6,7 16 42 188 9P 96 51.06
16| 6,8 20 50 104 68 40 37.04
17| 6,10 24 60 158 94 64 40.51
18] 7,8 8 16 8Q 60 20 25.00
19| 8,11 6 10 5 44 1D 18.52
20| 9,12 6 10 76 64 1p 15.79
21| 10,11 14 30 118 7P 46 38.98
22| 10,12 12 2 98 56 42 42.86

23| 11,12 4 6 10 10 0 0.00
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Table 7-8 Results of RLBOPA for Net3 with H-L Model
Net3 (Total spare capacity Tsp=1p4
RLBOPA with H-L Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S. No. Span | w; paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 24 60 206 126 80 38.83
2|10,8 22 56 202 118 84 41.58
310,11 8 16 102 52 50 49.02
410,12 6 10 52 28 24 46.15
51,2 14 32 156 90 66 42.31

61,9 6 12 76 32 44 57.89
712,3 18 46 172 104 68 39.53
8129 16 42 128 64 64 50.00
9210 16 38 134 62 e 53.73
10| 3,4 14 36 iz 78 40 33.90
11| 3,10 12 26 124 60 64 51.61

12| 4,5 20 52 206 104 102 49.51
13] 4,10 14 32 8 48 38 44.19
14| 5,6 16 40 15( 84 66 44.00
15| 6,7 16 42 18§ 9p 96 51.06
16| 6,8 20 50 11( 68 4P 38.18
17] 6,10 24 60 166 94 72 43.87
18| 7,8 8 16 80 62 18 22.50
19 8,11 6 10 52 42 1D 19.23
20| 9,12 6 10 7 62 1p 16.22
21| 10, 11 14 30 116 7R 44 37.93
22| 10,12 12 26 96 56 40 41.67

23| 11,12 4 6 10 10 0| 0.00
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Table 7-9

Results of RLBOPA for Net3 with DCPC Mode

Net3 (Total spare capacity Tsp=250
RLBOPA with DCPC Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S. No. Span | w; paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 24 60 199 116 8P 41.41
20,8 22 56 194 110 8¢ 43.30
310,11 8 16 104 56 48 46.15
410,12 6 10 54 28 26 48.15
51,2 14 32 136 78 58 42.65
61,9 6 12 78 34 44 56.41
7123 18 46 116 76 40 34.48
8129 16 42 13( 64 6b 50.17
912,10 16 38 142 62 80 56.34
10| 3,4 14 364 128 78 50 39.06

11 3,10 12 26 130 52 78 60.00

12| 4,5 20 52 234 132 102 43.59
13| 4,10 14 32 66 46 20 30.30
14| 5,6 16 4 174 11p 66 37.08
15| 6,7 16 4 174 84 90 51.72
16| 6,8 20 50 104 66 38 36.54
171 6,10 24 60 174 96 78 44.83
18| 7,8 8 16 72 52 20 27.78
19| 8,11 6 10 54 44 1D 18.52
20| 9,12 6 1 74 64 1p 15.79
21| 10,11 14 30 11 7P 46 38.98
22| 10,12 12 2 10¢ 56 50 47.17

23| 11,12 4 6 10 10 0 0.00
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Figure 7-4 Total length of the paths of a span witiRLBOPA and WRLBOPA for Net3 with (a)

SCO model, (b) H-L model, (c) DCPC method
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Table 7-10 Results of RLBOPA for Net4 with SCO Mode
Net4 (Total spare capacity Tsp=)0
RLBOPA with SCO Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span | w, paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 14 32 86 48 38 44.19
20,2 14 30 84 5( 34 40.48
310,3 6 10 36 2/ 12 33.33
410,4 4 6 34 28 é 17.6b

51,3 6 10 52 22 30 57.69

61,7 10 22 76 38 38 50.00
7124 6 10 54 38 16 29.63
8|2,6 6 10 30 2( 10 33.33
9128 8 16 70 48 22 31.43

10| 3,4 4 6 10 10 0 0.00
11| 3,5 8 14 46 32 14 30.43
12| 3,6 8 14 46 30 16 34.78
13] 3,7 6 10 28 14 14 50.00
14| 4,5 6 10 3 24 10 29.41

15| 4,6 2 2 8 8 0 0.00
16| 5,6 4 6 38 32 6 15.79

17| 5,7 % 2 18 18 0 0.00
18] 5,9 6 10 28 16 1p 42.86
19| 6,8 6 10 28 18 10 35.71
20| 6,9 4 6 38 22 16 42.11
211 7,9 8 16 46 30 16 34.78
221 8,9 4 6 28 24 4 14.29
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Table 7-11 Results of RLBOPA for Net4 with H-L Modé
Net4 (Total spare capacity Tsp=)0
RLBOPA with H-L Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span| w; paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 14 32 86 44 42 48.84
210,2 14 30 84 44 38 45.24
3103 6 10 36 22 14 38.89
410,4 4 6 32 26 @ 18.76
51,3 6 10 50 2/ 26 52.00
6|17 10 22 76 4( 36 47.37
7124 6 10 52 36 16 30.77
82,6 6 10 38 26 12 31.58
9128 8 16 58 3§ 20 34.48

10| 3,4 4 6 10 10 0 0.00
11| 3,5 8 14 42 28 14 33.33
12| 3,6 8 14 3 2 14 36.84
13] 3,7 6 10 2 14 10 41.7
14| 4,5 6 10 28 18 10 35.71

15| 4,6 2 2 4 4 0 0.00
16| 5,6 4 6 3 2 6 17.65

17| 5,7 2 2 14 14 0 0.00
18| 5,9 6 10 24 16 1D 38.46
19| 6,8 6 10 38 26 1p 31.98

20/ 6,9 4 6 24 8 16 66.67
21| 7,9 8 16 58 36 2p 37.93
22| 8,9 4 6 34 26 3 23.53

Chapter 7

Distributed Protocol and OPA



175

Table 7-12 Results of RLBOPA for Net4 with DCPC Moél
Net4 (Total spare capacity Tsp=)0
RLBOPA with DCPC Model
Length of
Length | Length of | the Percent
Working | of the restored| restored reduction
capacity | working | paths paths Reduction| in
S.No. | Span| w; paths WRLBOPA | RLBOPA | in Length | Length

1/0,1 14 32 86 48 38 44.19
20,2 14 30 84 5( 34 40.48
310,3 6 10 38 24 14 36.84
410,4 4 6 34 28 é 17.6b

51,3 6 10 52 22 30 57.69

61,7 10 22 76 38 38 50.00
7124 6 10 54 38 16 29.63
8|2,6 6 10 30 2( 10 33.33
9128 8 16 70 44 22 31.43

10| 3,4 4 6 10 10 0 0.00
11| 3,5 8 14 44 32 14 30.43
12| 3,6 8 14 44 3( 16 34.78
13] 3,7 6 10 28 14 14 50.00
14| 4,5 6 10 34 24 10 29.41

15| 4,6 2 2 8 8 0 0.00
16| 5,6 4 6 38 32 6 15.79

17| 5,7 2 2 18 18 0 0.00
18] 5,9 6 10 28 16 1P 42.86
19| 6,8 6 10 24 18 10 35.71
20| 6,9 4 6 38 22 16 42.11
211 7,9 8 16 44 3( 16 34.78
221 8,9 4 6 32 24 3 25.00

Chapter 7 Distributed Protocol and OPA



176

Net4 SCO Model OLength of the restored paths WRLBOPA
100 B Length of the restored paths RLBOPA
90
80
70
60
50 A
40 ~
30
20
10

Hop counts

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 |22
Span number

()
Net4 H-L Model OLength of the restored paths WRLBOPA
100 - W Length of the restored paths RLBOPA

90 -
80 -
70 A
60 -
50 -
40 ~
30 -
20 -
10 -

Hop counts

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 |22
Span number

(b)

Net4 DCPC Model O Length of the restored paths WRLBOPA
100 H Length of the restored paths RLBOPA
90 -
80 -
70 -
60 -
50 -
40 -
30 -
20 -
10
0 —H

Hop counts

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 |22
Span number

(c)
Figure 7-5 Total length of the paths of a span witiRLBOPA and WRLBOPA for Net4 with (a)
SCO model, (b) H-L model, (c) DCPC method
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The difference in the restored path lengths with ABRPA and with RLBOPA has
been shown in Fig. 7.2 to Fig. 7.5. The lengthhaf testored paths with RLBOPA is now
much shorter as compared to the RLB (Fig. 6.6 @ BL9). One can make another
observation also that distribution of path lengghsimilar with RLBOPA and WRLBOPA
for all the methods op-cycle formation for a test network. The above obaton is also

true for all other test networks (Fig. 7.2 to Hb).
The Lyg s andlLy g values (when OPA has also been used with RLB andlBufbth)
for all the test networks are shown in Table 8.48 plotted in Fig. 7.6. The context will

always make it clear whethéy,, , andL ; values are with OPA or without OPA. With

RLBOPA, the restored path lengths;, 5, for a network with all the models, is of the same
order and the reduction in the restored path lengtlalso more or less same. It can now be
concluded that performance of RLBOPA is independadrihe method of formation qd-

cycles. Thus for a particular network, the amodmeduction in the restored path lengths is

almost constant and quite significant.

Table 7-13 Effect of RLBOPA with SCO, H-L and DCPCmethods
Average Length With OPA Percent

Models | of p-cycles Lwrig | Lris | Lwris - Lris | Reduction
Netl

SCC 15.0¢ 14.3: 7.0C 7.32 51.0¢

H-L 15.0¢ 14.41 7.0€ 7.3 50.9¢

DCPC 15.9¢ 13.8C 6.91 6.8¢ 49.9:
Net2

SCC 11.9¢ 10.1¢ 4.91 5.24 51.6¢

H-L 11.0¢ 9.7¢ 4.71 5.07 51.8¢

DCPC 12.07 10.27 4.9¢ 5.2¢ 51.5(
Net3

SCC 9.7¢ 9.0 5.17 3.8¢ 42.711

H-L 9.7¢ 8.87 5.0¢ 3.7¢ 42.6¢

DCPC 10.4Z 8.7¢ 5.0¢ 3.7¢ 42.8(
Net4

SCC 8.7¢ 6.4€ 4.1¢ 2.2¢ 35.2¢

H-L 8.7¢ 6.24 3.9C 2.34 37.4i

DCPC 8.75 6.5] 4.18 2.32 35.71
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Netl Average restored path length DWRLBOPA INet2 Average restored path length [ WRLBOPA
= RLBOPA [l RLBOPA
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Net3 Average restored path length [JWRLBOPA |Net4 Average restored path length & WRLBOPA
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SCO H-L DCPC SCO H-L DCPC
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Figure 7-6 The average restored path lengthslg,, 5 and Ly g) with RLBOPA and WRLBOPA

for (a) Netl, (b) Net2, (c) Net3 and (d) Net4, witkarious p-cycle formation models

7.3.2 RLBOPA wWITH H-L MODEL

The results for hop count limited model are showrFig. 7.7. The curves with and

without OPA (Fig. 6.11 and Fig. 7.7) are similagwever with OPA, the difference

betweerl,z ; andLy ; is now more. For smaller values of hop count lirttie restored

path lengths are small, and reduction in the redtpath length with RLBOPA is also very

small. This is due to the same fact that with sendhlop count limits, there is almost no

loop backs. However for these cases, the initiatespgapacity required for the formation of

the set op-cycles is quite large (Fig. 6.12). If smalfecycles are used, obviously, restored

paths will be shorter with less loop backs, buthwitore initial spare capacity. Whereas,
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smaller restored path lengths can be obtained RitBOPA, even with longep-cycles

which are obtained while optimizing initial sparapecity. For example, in Netl, if we

want to keep the average restored path length tedsethan 7, then with WRLBOPA, we

need to constraint the hop count limit to 5. Whiktng RLBOPA, no hop count limit is

required.
Netl Average restored path lengths —&— WRLBOPA |Net2 Average restored path length —+— WRLBOPA
16 g pa g —=— RLBOPA 16 d P 9 = RLBOPA
ﬁi‘z‘ 14
(2]
% =212
G10 § 10
6 £ 6
4 4
2 T T T T T T T T T T T T T T 1 2 T T T T T T T T T 1
4 6 8 10 12 14 16 18 5 6 7 8 9 10 11 12 13 14
Hop Count Limit Hop Count Limit
€Y (b)
Net3 Average restored path length —&—WRLBOPA Net4 Average Restored path lengtt —#— WRLBOPA
—m— RLBOPA —m—RLBOPA
16 - 16
. 14 | a 147
€12~ § 12 4
§10- 0107
o g | 8— 8 -
o
T 5. T 5
4 4
2 T T T T T T T T T T 1 I T T T T T T T 1
3 4 5 6 7 8 9 10 11 12 13 2 3 4 5 6 7 8 9 10
Hop Count Limit Hop Count Limit
(© (d)
Figure 7-7 The average restored path Iengthsl.(WRLB and LR,_B) with RLBOPA for various hop

count limits for (a) Net1, (b) Net2, (c) Net3 andd) Net4

7.3.3 RLBOPA wITH AVERAGE NODAL DEGREE

The results with OPA for WRLB and RLB with SCO mbde= shown in Fig. 7.8. We

observe the similar trend as observed without O, with smaller values ot g for
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OPA. The L,z Vvalues are reducing faster as compared_tp; values because with

higher node degrees there will be more straddlpans andlL,5 5 values will be smaller,

because with straddling spans lengthp-of/cle restoration paths will be relatively smaller

The working path lengths will also be smaller witigher node degrees and hence, loop

backs will also be less. Therefore, reductiorLjp; is also less with higher node degree.

Net4 Average restored path lengths —&— WRLBOPA
16 —m— RLBOPA
14
nl2
c
310
O
o 8
£
6
4
2 T T T T T T T T T T T T 1
2 22 24 26 28 3 32 34 36 38 4 42 44
Average Nodal Degree
Figure 7-8 The Ly s and Ly g values with RLBOPA for Net4 with average nodal degee

7.3.4 RLBOPA wiTH NUMBER OF NODESIN THE NETWORK

The results ford = 2.0, 3.0 and 4.0 are shown in Fig. 7.9 (a), &by (c) respectively.

These curves are also following the same trend itks RLB, but with smaller values of
Ly s for OPA. However, ford = 2.0, the curves for RLB and RLBOPA are same, beea

for this case there is only omecycle and hence, no choice for assignment ofpthgcles

to the working paths in OPA. Therefore, there ischange in the amount of reduction in

the restored path lengths.
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§ 20
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212 -
£ 8-
4 -
O I T T T T I I T T T T T T T 1
4 5 6 Y2 8 9 10 11 12 13 14 15 16 17 18 19
Number of Nodes 'n'
(b)
Average Nodal Degree = 4.0 Average restorpath lengths —&— WRLBOPA
—— RLBOPA
28
24 -
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Figure 7-9
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Netl Average restored path length: —&— WRLBOPA| |Net2 Average restored path lengths  —4— WRLBOPA
18 —e— Diffrence 16 —e— Diffrence
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Figure 7-10  The Lyyrp. Lrig and Lyr s- Lrig (difference) values with OPA for (a) Netl, (b)

Net2, (c) Net3 and (d) Net4 with various traffic dstributions

7.3.5 RLBOPA WITH VARIOUS LOADS

The results of RLBOPA with variation in load areosmm in Fig. 7.10. It should be
noted that in this case thecycles are formed with SCO model as per the wagrkin

capacities on the spans for the given load. Thieréifice inL, , andL; g, with OPA is
again constant as in RLB except for very small $oakhe difference i,z andLy ; is

slightly small for smaller loads i.e. ‘prob’ value$0.1 - 0.2 (Fig. 7.10). This is due to the
fact that with small traffic in the network, theasp capacity required to provigecycle

protection to the traffic is also small. Usuallysjwonep-cycle is sufficient to provide the
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protection to this small traffic, and hence, noichdor OPA. Thus for smaller load the

difference inL,g and L, is less. However, as the load in the network and
more than on@-cycle are available, the OPA starts performing tneddifference inL g, 5
and L, ; increases and becomes constant as with RLB (Fi§).6For Netl and Net2 the
curve for difference inL,; s and L, 5, crosses the curve fdr, ;. It means the reduction

is more than 50%.

7.3.6 RLBOPA IN CASE OF DUAL FAILURE SURVIVABILITY

The RLBOPA provides significant reduction in thestoged path lengths. With
RLBOPA, the average reduction in the restored patiyths increases to as much as 50%
(Netl —Table 7.13). Thus on an average, about S5D#eocapacity will be released with
removal of loop back and OPA. The additional redelasapacity with RLBOPA can be
used for providing protection in the event of setdiailure. Again, the effect on
survivability for dual failures has been observedhe two ways as in section 7.5.7. The

procedure is again given below for ready reference.

e EFFECT ON RESTORATION OF LINKS DURING SECOND FAILURE

The effect on the total number of links which canrotected against second failure
with RLBOPA and WRLBOPA has been compared. The agtus provisioned with initial
spare capacity as obtained in the SCO model. Folpwsteps are used for calculating the
percentage of links which can be protected agamsdnd failure.

Step 1- Failure of any one span is assumed, apdlties passing through that span have

been restored with RLBOPA and WRLBOPA.
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Step 2- The working capacity of all the remainipgrss have been modified to include
the capacity used by restored paths of the fapaa svith RLBOPA and WRLBOPA.

Step 3- The spare capacity is also modified toongarthe capacity used for restoration
of the paths of the failed span with RLBOPA and VBBRIPA and the capacity which is
released from RLBOPA is added to the spare capacity

Step 4- The DCPC method is used to form pheycles in the spare capacity, and
number of links which can be protected by the fatnset ofp-cycles is counted with
RLBOPA and WRLBOPA.

Step 5- Step 1 to step 4 are repeated for eachamhthen average is taken to find out
the percentage of links that can be protected aga@econd failure with RLBOPA and
WRLBOPA.

The results are shown in Fig. 7.11. The resultg. (Fil1l) show the improvement in the
percentage of links restored with RLBOPA in the rdvef second failure. For all the
networks, the percentage of links which can begatet! during second failure is more with
RLBOPA, with the same amount of initial spare catyaand the maximum improvement
26.4% is for test network, Net2, i.e. 26.4% morkdi could be protected in the event of

second failure with RLBOPA as compared to WRLBOPA.

o« REQUIREMENT OF SPARE CAPACITY FOR SECOND FAILURE RESTORABILITY

In this case, after step 1 and step 2 of the puavease, SCO model is used to find the
total amount of spare capacity for 100% dual failuestorability with RLBOPA and
WRLBOPA. With this model, we have the values ofuieed spare capacity on each span
(after failure of a span) for 100% protection dgrisecond failure. The above process is

repeated for each span in the network considetiag a failed span and then the maximum
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capacity value required on every span is takenlfi% dual failure restorability with
RLBOPA and WRLBOPA.

The percentage reduction in the amount of inigere capacity to be provisioned with
RLBOPA has also been shown in Fig. 7.11. With RLBOBr all the test networks the
amount of initial capacity to be provisioned forO%0 restorability, is smaller. Again the
maximum improvement is obtained for Net 2, abou%l7t means, initially 17% less

capacity is to be provisioned in the network tovile dual failure survivability.

i W Improvement in link protection with RLBOPA
Dual Failure O Capacity reduction with RLBOPA

30.0 -
25.0 1

20.0
15.0
10.0
5.0 1
0.0 \ |

Netl N et2 N et3 N et4

Percent

Figure 7-11 Percent improvement in the link proteabn against second failure and reduction in the
spare capacity required for 100% dual failure resteability with RLBOPA over WRLBOPA

7.4 |IMPROVEMENTS WITH RLBOPA

The L, with RLBOPA is always smaller thah., with only RLB. Hence, the
reduction in the average restored path lengthderdifference inL, , and Ly g with

RLBOPA is always more than the difference lig, , and Lg g with only RLB. The

comparative results for SCO, H-L and DCPC modedsstwown in Table 7.14. This is also

to be noted that the values bf, ; remains almost the same with WRLB and WRLBOPA.
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Thus, the OPA is effective only with RLB and th&gmsnent of p-cycles to the working
paths has no visible effects without REEBr Netl, Net2 and Net4, the improvement in the
percent reduction is about 15%. For Net3, the sempeovement is there except for H-L
model. With H-L model for Net3, even without OPAgp-cycles have been coincidentally
assigned to have minimurh, ;, and hence there is no improvement. However,lthe

value with RLBOPA for H-L model is in agreement lwthe values in other models.

Table 7-14 Comparison of lyris, Lris , and Lyris - Lrig Without and with OPA for different
models
LwreB Lrie Lwree - Lrie Percent
(Hop counts) (Hop counts) (Hop counts) Reduction
Without | With Without | With Without | With | Without | With

Models | OPA OPA | OPA OPA OPA OPA | OPA OPA
Netl

SCO 14.54| 14.32 9.38 7.00 5.16| 7.32 35.47| 51.09

H-L 14.08| 14.41 9.08 7.06 5.00| 7.35 35.52| 50.99

DCPC 16.14| 13.80 9.91 6.91 6.23| 6.89 38.58| 49.93
Net2

SCO 10.41| 10.15 7.08 4.91 3.33| 5.24 31.99| 51.64

H-L 9.90 9.77 7.30 4.71 2.61| 5.06 26.31| 51.76

DCPC 11.29| 10.27 7.72 4.98 3.56| 5.29 31.58| 51.50
Net3

SCO 9.32 8.99 6.63 5.17 2.70| 3.82 28.92| 42.46

H-L 9.03 8.86 5.17 5.09 3.85| 3.77 42.71| 42.57

DCPC 9.63 8.78 6.91 5.03 2.72| 3.76 28.27| 42.80
Net4

SCO 6.49 6.46 5.04 4,18 1.45| 2.28 22.34| 35.29

H-L 6.14 6.24 4.90 3.90 1.24| 2.34 20.18| 37.47

DCPC 6.73 6.51 5.07 4,18 1.66| 2.32 24.69| 35.71

Chapter 7 Distributed Protocol and OPA



187
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Figure 7-12 Reduction in the restored path lengthfor various hop count limits without and with

OPA for (a) Netl, (b) Net2, (c) Net3 and (d) Net4

The effects with different hop count limits for #fie test networks are shown in Fig.
7.12. The difference betweeh,,, and Lz without OPA and with OPA has been
compared and for all the cases use of OPA hasteésil better performance.

The performance for average nodal degree is sfighfferent (Fig. 7.13) and needs
some explanation. Initially fod < 2.4, the performance with OPA is almost simitatftat
of without OPA. This is due to the fact that wittese values ofl , usually copies of just
onep-cycle are there and no choicespedycles for OPA.. Hence, the use of OPA does not
have any advantage in this scenario. However ascreases the advantage of using OPA

becomes evident (Fig. 7.13).

Chapter 7 Distributed Protocol and OPA



188

Net4 WRLB -LRLB —e— Without OPA
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Figure 7-13 Reduction in the restored path lengthwithout and with OPA with variations in
average nodal degreea

The reduction in the restored path lengths has lskewn ford = 2.0, 3.0 and 4.0
without and with OPA in Fig. 7.14. There is abselytno difference ford = 2.0 as there
will be only onep-cycle for this case and therefore no choicep-ofcles for OPA. The

difference is more fod =3.0 and 4.0 with OPA as in other cases.

LWRLB -LRLB —a—Without OPA 2.0 --a--- With OPA 2.0
—m=— Without OPA 3.0—=— With OPA 3.0

D 10 —*%— Without OPA 4.0—x— With OPA 4.0
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3 4 5 6 7 8 9 100 11 12 13
Number of Nodes 'n'

Figure 7-14 Reduction in the restored path lengthwithout and with OPA with number of nodes in

the network for constant d
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The performance improvement with various trafficstdbutions has also been
consistent. For light traffic loads, the reductionthe restored path lengths with OPA is
slightly less as compared to higher traffic loatlse reason has been same as explained in
section 7.3.5. Again, for all the traffic loads ROBA has outperformed the RLB in terms

of reduction in the restored path lengths (Fig5Y..1

Netl URLE -LRLE —— Without OPA |Net2 UrLB - LRLB —o— Without OPA
12 —e— With OPA 12 —e— With OPA
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Net3 L —e— Without OP/  Nets WRLs -L —e— Without OPA

19 dmiebRe L With OPA RLBTERE e With OPA
12

10 -

w o 10

£ 9 = 8

O -

S © s

2 4i : : : M St

T 5 2
0 T T T T T T T T 1 O T T T T T T T T T 1
01 02 03 04 05 06 07 08 09 | 01 02 03 04 05 06 07 08 09 Q1

probability 'prob’ Probability 'prob'

(c) (d)
Figure 7-15 Reduction in the restored path lengthwithout and with OPA with traffic load for (a)
Netl, (b) Net2, (c) Net3 and (d) Net4

The dual failure restorability with RLB and with BOPA has been compared in Fig.
7.16. For all the networks, with same spare capadtrequired for single protection more

percentage of links can be protected against dhiairé with RLBOPA as compared to
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with RLB. The spare capacity requirement for 10@@al failure restorability is also less

with RLBOPA as compared to that of with RLB.

Dual Failure O Improvement in link protection with RLBORA
350+ Bl Improvement in link protection with RLB
O Capacity reduction with RLBOPA
30.0 O Capacity reduction with RLB
25.0 1
= 13.3
g 200 17_1 -
2 15.0- 8.4
55 8.6
100 - 3.2 2.1
35
5.0 1
0.0
Netl Net2 Net3 Net4
Figure 7-16 Improvement in the dual failure restoraoility with RLBOPA

The spare capacity requirements for single and daiaire restorability with and

without OPA have been given in Table 7.15.

Table 7-15 The requirement of spare capacity for sgle and dual failure restorability
Spare capacity
Dual failure
Test Working Single Without OPA With OPA
Networks | capacity failure Without RLB | With RLB  |Without RLB  |With RLB
Netl 984 754 2002 1700 1980 15p0
Net2 390 286 734 612 734 556
Net3 316 194 514 426 514 408
Net4 142 70 1972 170 190 156

Dual failure restorability based on span protectias also been reported in [150]. Our
scheme can be compared with that of [150] in teofmsapacity requirements. We have
compared the spare to working capacity ratio irhkibe schemes. The minimum ratio is
1.89 for National network given in [150], for othtgro networks of [150], the above ratio is

even higher for dual failure restorability for glbssible failure combinations. Whereas in
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our case, the maximum value of this ratio is 1.6BhwRLBOPA and 2.01 with
WRLBOPA, for the test network Netl. Therefore, tapacity efficiency obtained with

RLBOPA is better.

7.5 RELIABILITY ANALYSIS OF PATHS WiITH RLBOPA

The reliability of thep-cycles has been discussed in section 4.2.5 amot i®und to be
very good. The main reason for poor reliabilitythe longer path lengths witp-cycle
restoration. The restored path lengths can be setlwith removal of loop backs. We have
done the reliability analysis of the paths with RM®RLB, RLBOPA and WRLBOPA

[151]. The models used for reliability analysis described below.

7.5.1 MODELSFOR RELIABILITY ANALYSIS

Let us consider the path— 1, 2, 3, 4 from sourde destination 4 (Fig. 7.17). It has
three links 1-2, 2-3 and 3-4 protected wpHeycle pathsni, np, and n; respectively
(without any loop backs). The path will remain ad&mal till any one of the following
conditions holds.

Condition 1: All the links 1-2, 2—3 and 3—4 do fait (Case I, Fig. 7.17(a)).

Condition 2: If link 1-2 fails then; , 2—-3 and 3—4 do not fail (Case II, Fig. 7.17(b)).

Condition 3: If link 2—3 fails then 1-2, and 3—4 do not fail (Case Ill, Fig. 7.17(c)).

Condition 4: If link 3—4 fails then 1-2, 2—-3 angldo not fail (Case IV, Fig. 7.17(d)).
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Figure 7-17 Reliability of a path with p-cycle protection

We are assuming that only one failure in the netwegan always be protected. The
second failure can sometimes be protected in yeadligsuming second failure cannot be
protected, we get a lower bound on reliability. ©nthe above assumption, the reliability

for each of the above conditions will be

P@ = P(X,,) xP(X,3) xP(X5,) (7.1)
P(2) = (L~ P(X,) X Pl ) X P(X ) X P(X,) (7.2)
P =L~ P(X,4)) X Pl X P(X,) X P(Xs,) (7.3)
and P(4) = (1- P(X,,)) % P(n,)x P(X,,) XP(X,,) respectively. (7.4)

where X, Xz3 and X 4 represent the successful operation of links 1-3 @nd 3-4
respectively and P@¢), P(X3) and P(X%4 represent the respective probabilities of

successful operation i.e. reliability of links 1-243 and 3—4 respectively, assuming single
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failure at a time. The-cycle pathsn;, np, andns are series connection of links. The
reliabilities of p-cycle pathsn;, np,, andng will be P(y), Phy), and Pfs) respectively
expressed as

P(n))= | |P(X)

oheh (7.5)

where PX)) is the reliability of linkl falling in pathn; and jy] represents the set of links in

p-cycle pathn;. Thus reliability of the path can be expressed as

PAA =P +PQ) +PE +PA) (7.6)
as each of the possibilities are mutually exclusilee Equation 7.6 can be generalized for

any pathW having links indexed by and every link is protected with a corresponding

cycle pathn;, as

P(X)= [1PX)+ X | a=PeX)) [TPX) x| [1P(X)
00wl 0jOw] 010 ] OkO[W],
K# |
e (7.7)
whereX; represents successful operatiodlink in p-cycle pathn; protecting linkj of the
pathW and W] represents the set of links in the working pdthe Equation 7.7 has been
derived assuming that there are no loop backsdrpthtection path provided Ipscycles.

However, in the real scenario there may be lookdat the restored paths wifhcycles

(Fig 7.18 (b) and (d)).

Chapter 7 Distributed Protocol and OPA



194

p-cycle ‘P’ protecting links 1-2 and 2-3

(a)
This segment comes twice (loop back)
1 2 3

> 4
f 7 Y

Restored Path

(b)

p-cycle ‘P’ protecting the link

This segment comes twice (loop back)

N>

Restored Path
(d)

Figure 7-18 Loop backs in the restored path
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We are considering the optical networks, for whishially span failure occurs and span
failure means failure of all the links in that spatence, both links-j andj-i will fail
simultaneously if there is failure in the spaf In the presence of loop backs, sometimes
the restored path might traverse a link more thaceoWhile estimating reliability, such
links should be considered only once. Figure 7d9apnd (b) show the links which are
considered to estimate the reliability. Hence,lthie 2-3 in Fig.7.19 (a) and link 1-2 in Fig.
7.19 (b) will be used only once in the reliabiltglculations. Any link or segment should
not be considered twice or more for reliabilityiesites. Thus the Equation 7.7, in the

presence of loop backs, will be modified to

P(X)= [ P(X)
0jow ]
[ PO)= [P0

+ 2 (l—P(x.))x B} Ciciw) (7.8)

ST J P(X,)

qInqWINn; 1)
1 . J ey
1 (a)

1 % 3

(b)

Figure 7-19 Segments to be used for reliability dstates without RLB
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After RLB, the path will be 1n,, 3, 4 and 1n,, 4 (blue segments in Fig. 7.20 (a) and
(b) respectively). The reliability in this case Mdk given by

P(X)= [TP(X,)+
mjn)

> | -PO PO [1P0G) < [P0

0jaw] j
TR )
where K] is the set of links from the path segment frorarse to the upstream node of the
failed span, Ps] is the set of links fronp-cycle and Dsj is the set of links from path
segment from downstream node of the failed spatestination, which are used to restore
the failed span with removal of loop backs. WithBRPA also, the model remains same
(Fig. 7.20) as OPA only selects thecycle path to protect a working path. The Equation
7.8 and Equation 7.9 have been used for estim#ttiegeliability of the paths before and

after RLB respectively. The results are shown o Fi21l.

Ny

(b)

Figure 7-20 Models used for reliability estimates ith RLB
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7.5.2 RESULTSOF RLB ON PATH RELIABILITY

The reliability of every span of the network hasemeassumed to be 0.999, i.e.
probability of failure as 0.001 and the reliability the paths has been calculated using
Equation 7.8 before removal of loop back i.e. WRIBe paths are grouped on the basis of
their length i.e. the number of hops in the workpagh and average value of reliability is
calculated for each of these groups of paths. Hibspwith one hop count have not been
included in the results, as for these paths, tlseabsolutely no change in the reliability. In
the restored paths of one hop count paths, thdtenetibe any loop backs and hence, the
restored path lengths remain same before andRitBr

The performance of WRLB, RLB, WRLBOPA and RLBOPAe ahown in Fig. 7.21.
The reliability of a path is decreasing with in@ean the number of hop counts in the path
for WRLB and WRLBOPA for all the test networks agpected from Equations 7.8 and
7.9. However, as a result of RLB and RLBOPA, thiabdity of even longer paths is
approaching to that of the smaller paths. The imgmeent in reliability is much more for
longer paths as compared to smaller paths, as bacgs will be more with more hop
counts in a path. Another observation is smalléuaes of reliability for longer paths with
WRLBOPA than with WRLB. This suggests that with ORAget minimum restored path
lengths after removal of loop backs, usually longaycle paths are allocated to longer
working paths. This will give rise to longer loomdks and hence, the final path after
removal of loop backs will be smaller. Further, espected, the highest values of

reliabilities are obtained invariably with RLBOPproving its superiority.
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Figure 7-21 Reliability of paths with RLB, WRLB, RLBOPA and WRLBOPA for (a) Net1, (b)

Net2, (c) Net3 and (d) Net4

7.6 SUMMARY

The p-cycle is a very promising technique of opticaldayrotection with relatively
longer restored path lengths. To deal with theorest path length issue, RLB has been
further strengthened with OPA, a method for allmsaof already foundg-cycles to the
paths passing through the failed span to minintieetotal restored path lengths. RLBOPA

have been tested for various networks and for uarimethods of the-cycle formation.

The effects of the schemes have been studied lyjngaaverage node degrek, number
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of nodes in the network* and traffic load. The study has been further edesl for dual
failure survivability.

On the basis of the results, it is evident tha¢afeness of RLB increases with OPA
for all the cases. With SCO model, the reductiorthie path lengths has increased from
about 32% with RLB to 51% with RLBOPA for Net2 (Tlab7.14). Even for other
networks and other conditions, the reduction withAds always significant. The minimum

reduction with RLBOPA is about 35% for Net4 from 26 with RLB with SCO model
(Table 7.14). The difference ih,, ; and L,z values are almost same for any of the test

networks with all the models (SCO, H-L and DCPCpafycle formation with OPA. The
reduction is also independent of the traffic loatlus, the performance of RLBOPA is
consistent unlike RLB.

The RLBOPA while reducing the restored path lengtiso releases the redundant
capacity which would have been otherwise unnecigsamgaged, resulting in longer
restored path lengths. The released capacity caeffeetively utilized for second failure
restoration. In the dynamic traffic scenario, tledeased capacity may also be used for
providing services to some other low priority trafbr for establishment of new lightpaths.

With the distributed protocol, the RLB for seconfiape reconfiguration can be
implemented in any real network. The loop backs lmamemoved while retaining the ring
like speed of the-cycles. Thus, without compromising on any featunéghe p-cycle,
restoration can be provided with significantly skmalrestored path lengths using our
RLBOPA scheme for second phase reconfiguration.

The reduction in the restored path length redubespropagation delay, excessive

signal degradation and increases the reliabilityhef restored path in the event of second
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failure. The increase in reliability is more foretipaths which are having less reliability

without RLB. Hence, with RLB, all the paths can damost same order of reliability.
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CHAPTER 8
SPECIALIZED PROTECTION TECHNIQUES WITH

P-CYCLESY

So far, thep-cycle based protections have been discussed mimstlgingle failure
protection to all the traffic in all the spans vath any discrimination. However, in any
network, some specific protection requirements ehmays be there. These specific
requirements may be for the weaker links of thevogk, or for some critical traffic in the
network, or for the spans which are very heavibded. So far, the provisions to meet out
these specific requirements wipkcycles based protection, have not been explorethis
chapter, such issues have been discussed and schenwe been proposed to satisfy the
specific requirements with special types of pratecusingp-cycles. The specialized types
of protections have been provided by making uselexficatedp-cycles and straddling

relationship ofp-cycles with specific spans.

8.1 SOME SPECIFIC PROTECTION REQUIREMENTS

The specific protection requirements may be categdras follows.

% This chapter is originated from the earlier putdig work [136], [152]
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8.1.1 CATEGORY |

Under this category, the spans with low availapiltay be placed. The spans with
small MTTF (mean time to failure) will fall undehnis category. These are the spans where
failure is very frequent. These may include spassmg through densely populated cities,
or passing through earthquake prone areas etc.fallbee on these spans will disrupt the
network services quite often. They need some she@gection.

Similarly spans with high MTTR i.e. mean time tga& will also come under this
category. The undersea spans are one of the examiplegh MTTR. Due to long repair
times, the network services are affected for a Idaation of time after failure of these
spans. If second failure occurs during the failofr¢hese spans, then the network services
will be disrupted. Therefore, some provisions h&vebe there for taking care of these
spans. We can call them low availability spans (LAS

If there is one LAS, then we can consider that nodghe time, the network is under
one failure condition, and it is operative withany protection against second failure.
During the off time of the LAS, the traffic on thepan is restored as network is provisioned
to survive one failure. The traffic which was beipgptected by the-cycles which are
consumed to restore the traffic through LAS, is nawprotected. At the same time, the
traffic which was assigned protection withrcycles passing through LAS, is also
unprotected as the-cycles will be broken during off time of the LAShus, to retain the
protection of other traffic during off time of LASwo strategies have to be used. First, the
traffic passing through the LAS has to be providkdl protection in such a way that

protection to other traffic will not be affectede®ndly, thep-cycles which are used to
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provide protection to traffic other than the trafeif LAS, should not break down during the

off time of LAS.

8.1.2 CATEGORY ||

I*°. This critical traffic may

There may be some traffic in the network which nsica
require dual failure protection or high reliabilityr guaranteed services etc.. Various types
of real time applications e.g. remote monitoringl aontrol, remote surgery may come
under this category. To allow such type of tratficpass through the network, the service
providers have to provide differentiated reliaildas per the demand of the customer to
satisfy some service level agreements.

The network can be provisioned with dual failuretpction for all the traffic. However
with this option, the spare capacity requiremerlt @ quite high (Table 8.1). The capacity
requirement for dual failure protection is almostuble than that of the single failure

protection. Therefore, this option is not economittence, the dual failure protection can

be provided only to the critical traffic.

Table 8-1 The requirement of spare capacity for dulafailure protection with RLBOPA
Working Spare capacity Capacity redundancy
Test capacity B B*100/A
Networks A Single failure| Dual failure| Single failure  Dual liaie
Netl 984 754 159( 76.p 1616
Net2 390 286 556 73.8 142|6
Net3 316 194 408 61.4 1291
Net4 142 70 156 49.3 1099

The specific protection requirements may be defiagger the needs of the customers

and the capability of network operators (servicevjgters). The above issues related with

15 We are assuming that the amount of critical teaiffiin the units of one lightpath.
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protection can be resolved with the help of spgaiatection using the dedicatpecycles

[119], [120] and maintaining the straddling relasbip ofp-cycles with specified spans.

8.2 DEDICATED P-CYCLES

Till now we are working with thg-cycles which can provide protection to all the on-
cycle and the straddling spans simultaneously enstiared basis. Thus, thgseycles
come under the category of shared span protectidraee having good efficiency. On the
contrary the dedicategicycles are used to provide protection to a sisgien without any
sharing. Thus, the traffic on all other on-cyclaelatraddling spans of thecycle is not
protected by this dedicatgrcycle. At the same time, spare capacities areinedjwn all
the on-cycle spans for the formationmtycle. Therefore, dedicatgecycles will not be
capacity efficient but can provide dedicated prstec Thesep-cycles can also have on-

cycle and straddling span relationships with tremsphich requires specific protection.

p-cycle

(a) (b)
Figure 8-1 Dedicatedp-cycle protection to the on-cycle span AB, (a) deckted p-cycle (b)
protection path provided by p-cycle

8.2.1 ON-CYCLE DEDICATED PROTECTION

The p-cycles are formed in such a way that the spaniwheeds dedicated protection,
is having on-cycle relationship with tipecycles (Fig. 8.1). The protection is almost simila

to link disjoint path protection (LDPP) used foofacting the span. The difference is in
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terms of speed. In case of LDPP, the links havieetconnected after the event of failure,
whereas, in case @tcycles, all the links are pre-connected and owly $witching actions

at the end nodes of the failed span are requiredestore the traffic. The speed of
restoration will be faster witlp-cycles as compared to LDPP. However, the speed of
restoration will be same as with 1+1 duplicatedhpatotection. Now, there will be a
difference in terms of spare capacity requirem€&heép-cycles require spare capacity on all
the on-cycle spans, including the one to whictsipioviding dedicated path protection.
Hence, in terms of spare capacity requirement, dudlicated path protection is a better
option as spare capacity is not required on the sygach is being protected. Therefore,

dedicatedp-cycles will not be used to provide protection teaycle spans.

8.2.2 DEDICATED STRADDLING SPAN PROTECTION

The dedicategb-cycle having straddling span relationship with green span will be
used to provide dual failure protection to one wfitraffic on the straddling span. In this
case, there are two link disjoint left and righP(and RP) paths of thecycle to provide
protection to one unit of traffic (Fig. 8.2). Nowhe difference with 1:1 dedicated path
protection is in terms of speed as well as numbgaths. With dedicateg-cycles having
straddling span relationship, there are two lingjadnt paths. Th@-cycle based protection
is preferred due to its speed (because of pre-cbexhespare capacity) and double
protection. It should be noted that it will be saase2+1 duplicated path protection in terms

of speed as well as capacity.
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p-cycle LP

RR
(@) (b)

Figure 8-2 Dedicatedp-cycle protection to straddling span, (a) dedicateg-cycle (b) two paths —
LP and RP provided by dedicatedp-cycle

The dedicateg-cycles will provide guaranteed dual failure proi@e. If first failure is
on the given specific span, then the LP ofpkmycle is used to provide protection and RP
will be used when second failure disrupts the lfHirdt failure is on any one of the on-
cycle span then either the LP or the RP which isngathe failed span will fail and the
other one will be used in case of second failuseugiting the traffic on the span. However,
for guaranteed dual failure protection with dededgb-cycles, the capacity efficiency of

sharedp-cycles will be sacrificed as with dedicated anglabated path protections.

8.3 SPECIALIZED PROTECTION SCHEMES FOR CATEGORY |

The spans with low availability have been placedleannthis category. With single
failure protection, the first failure on the LASmcde protected. However, the second
failure, when the LAS is unavailable cannot be grt#d. We have proposed two schemes
to provide specialized protection to the LAS sa tetwork services will not be disrupted
even during the second failures when the LAS isvaitable. In the first case, we have
simply removed the LAS, and in the second casecdestip-cycles have been used. The

details are given below.
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8.3.1 CASE |- REMOVAL OF LOW AVAILABILITY SPAN

First, we have simply removed the LAS. All the fi@ain the network is routed on the
remaining spans of the network using Dijkstra’soaltpm as usual. Then spare capacity
optimization (SCO) model is used to find the sep-afycles which can provide protection
to all the working capacity with minimum spare ceipa By removal of LAS, first failure
on this span has been taken care of by avoidiramnd,the second failure is being protected
with the set ofp-cycles found with the SCO model. During simulasipone by one each
span has been removed and the working and pratectipacities have been found for the
remaining spans. Then average has been calcutatedd¢h test network.

The working capacity requirement will surely bergased as the one hop links on the
LAS of the working paths are now replaced by lihleying more than one hop count. With
increase in working capacity, spare capacity reguiior protection is also expected to
increase. The advantage will be the overall impnomet in the network services as the

LAS has been removed.

8.3.2 CASE | |- DEDICATED P-CYCLE PROTECTION

In this case, dedicatgucycles have been used to deal with the problemAS. The
dedicatedp-cycles are to be used to provide protection tospan only (i.e. LAS); hence,
smallestp-cycles having straddling span relationship with thAS is selected among all
the cycles of the network. At the same time, fast@ction of traffic on other spans, care
has been taken to find the sefpedycles such that none of them will pass throughdiven
LAS. This will ensure that protection to all othegrans will not be broken during failure of

the LAS. The set op-cycles with these requirements can again be foutid ILP model
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developed by us with modifications in the SCO modéle modified ILP model called as

dedicatedp-cycle protection (DPP) model is given below.

« DEDICATED P-CYCLE PROTECTION (DPP) MODEL

Sets used in this model are as follows.

Wi Set of working paths passing through failed spadexed byr.

CS  Set of low availability spans indexedky

S-CS Set of spans, excluding the low availabilggrss, indexed by.

Py Set of all thep-cycles of the network indexed Imexcluding the elements o§.P

P, Set ofp-cycles indexed bpspyi. Thepspis the smallesp-cycle used for protection

of low availability spark. The number op-cycles in Bis equal to the number of

LAS in the network.

Ps Set ofp-cycles passing through at least one member of CS.

Parameters used are as follows.
C; Cost of span (assumed to be one in our networks).
W, Working capacity on span

@, Working capacity on low availability sp&n

v Equal to 1 ifp-cycle p crosses spap, otherwise 0.

Ps
M j P Equal to 1 ifp-cycle pg, crosses spap, otherwise 0.

ij Equal to 1 if thep-cycle p protects spampas on cycle span, equal to Qitycle p

protects spapas straddling span and O otherwise (it will notyimte protection to

spans of set CS).
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Ps A :
Xk P Equal to 1 wherp-cycle psk protects low availability spakas straddling span and

0 otherwise (it will not provide protection to aather span).

Variables used are:
SP;  Spare capacity required on sgan

n® Number of unit-capacity copies picycle p in the solution.

Pspk . . . . .
N™™ Number of unit-capacity copies pfcycle p,in the solution.

Minimize: ZCJ' Sp, (8.1)
Oj0(S-CS)
Subject to:
p p .
w; < > xp.n 0j0(S-C9, (8.2)
0 pOP,
Pspk Pspk
< ¥ e e
Wy < X N Ok0ICS, (8.3)
OpOP,
— p SpK 1~ Pspk
sp = D "+ > Min 0jo(s-cs (8.4)
O p0P, O Pspk P,
X, =0 OpOP, Ok OCS, (8.5)
n°>0 andn™ >0 OpOP,,  Opy, OP,. (8.6)

The objective function of Equation (8.1) minimizbe total spare capacity used in the
formation ofp-cycles. Equation (8.2) ensures that all the waylgapacity of all the spans
except LAS, is protected, and Equation (8.3) erssthrat double protection is available for
LAS. Equation (8.4) provides sufficient spare catyaon every span to form thecycles.

The traffic on the LAS should not be protected hy p-cycle other than the dedicatped
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cycles; this is ensured by Equation (8.5). Theegapacity is not required on the LAS, as
p-cycles passing through these spans are not uggd\vme protection to any of the traffic

on any of the spans.

8.3.3 PERFORMANCE COMPARISON OF CASE | AND CASE ||

In the two cases discussed above, we are provapagialized protection for LAS. The
performance of both these cases can be compar#dtedrasis of speed of restoration and
capacity requirement. The model in Case | provisiagle failure restorability to all the
traffic of the remaining spans with ring like spexg-cycles. LAS is not at all used.

In the DPP model of Case I, we are providing sugfit spare capacity so that network
can survive first failure among the spans othen thAS’s even when one or more LAS’s
are not available due to occurrence of failureshem. In this case also, the ring like speed
of restoration will be there. In our calculatione Wwave considered only one LAS at any
point of time. We have considered each span as a#€sby one and DPP model has been
used to find the spare capacity to provide theiapeed protection. There are some spans
which cannot become straddling spans as the dejreee of their incident node is two.
These spans cannot be removed from the networkeisremoval will leave at least one
node un-connected. Therefore, these spans cannptobeled specialized protection of
LAS, and entries for these spans are shown asidasle Tables 8.2 to 8.5. The capacity
required in both the cases has been shown in T82et 8.5 for the test networks. The

average capacity requirement has also been compaFeg. 8.3.
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Table 8-2 The requirement of capacity in Case | an€ase Il for Netl, with single LAS
Netl
Working capacity | Spare capacity Total capacity
LAS
Span No.| Case | Caselll Casel Case|l Case|lCase ll
l *
2 988 984 856 862 1844 1846
3 1046 984 1044 143p 2092 2416
4
5 988 984 7664 850 1754 1834
6 1006 984 922 974 1928 1958
7 1002 984 990 934 1992 1918
8 1014 984 824 964 1838 1948
9
10 1024 984 876 104p 1900 2026
11 1000 984 816 874 1816 1858
12
13 1002 984 81( 1146 1812 2180
14 1012 984 1142 1370 2154 23p4
15 994 984 830 1024 1824 2008
16 1016 984 1184 1124 2200 21p8
17 1050 984 1402 1728 2452 27012
18 1010 984 826 894 1836 1878
19 1052 984 99( 1262 2042 2246
20 1014 984 101( 936 2024 1920
21
22
23
24
25
26
27 1018 984 874 994 1892 1978
28
* The ‘------ " are used for the spans which coulat be provided specialized protection
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Table 8-3 The requirement of capacity in Case | an€ase Il for Net2, with single LAS
Net2
Working capacity | Spare capacity Total capacity
LAS
Span No.| Casel| Case ll Casel| Casell Case [3::1]
1 400 390 322 398 72p 788
2 398 390 326 398 724 788
3 420 390 394 53 814 920
4 402 390 328 358 730 748
5 418 390 382 500 80D 890
6 424 390 376 512 80D 902
7 412 390 338 526 750 916
8 428 390 434 55 86p 940
9 416 390 336 502 75p 892
10 *
11
12 422 390 382 486 804 8176
13
14 436 390 434 59 870 984
15
16 400 390 294 446 698 836
17 400 390 29( 366 690 756
18 404 390 317 440 716 830
19 404 390 308 356 712 746
20 398 390 302 37 700 760
21 398 390 302 328 700 718
*The '------ " are used for the spans which coulat be provided specialized protection of
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Table 8-4 The requirement of capacity in Case | an€ase Il for Net3, with single LAS
Net3
Working capacity Spare capacity Total capacity
LAS
Span No. | Case | Case |l Case | Casell Case| sall
1 330 316 239 358 56 674
2 328 316 224 326 55p 642
3 320 316 210 226 53D 542
4 318 316 196 224 514 540
5 326 316 236 278 56p 594
6 318 316 228 224 546 540
7 322 316 234 356 556 672
8 320 316 202 274 52p 590
9 326 316 220 274 546 590
10 320 316 232 320 55p 636
11 328 316 256 242 584 558
12 | - A
13 324 316 21 264 540 580
i e e e e e e s
I e P T (e T e e s
16 324 316 22 294 548 610
17 336 316 25 338 59p 654
e e D P e B
19 320 316 226 224 546 540
20 322 316 244 230 568 546
21 324 316 194 264 518 580
22 326 316 194 254 549)6 593.4
23 320 316 202 210 5486 588.7
* The *------ " are used for the spans which coulat be provided specialized protection
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Table 8-5 The requirement of capacity in Case | an€ase Il for Net4, with single LAS
Net4
Working capacity | Spare capacity Total capacity
LAS
Span No. | Case | Case |l Case | Case ll | Case | | Case ll
1 146 142 98 146 244 288
2 148 142 70 136 218 278
3 144 142 82 94 226 236
4 144 142 82 86 226 228
5 146 142 108 94 254 236
6 146 142 78 126 224 268
7 144 142 76 94 220 236
8 144 142 74 94 218 236
9 146 142 92 11§ 238 260
10 144 142 70 86 214 228
11 144 142 76 102 220 244
12 148 142 84 102 23p 244
13 144 142 78 94 22p 236
14 144 142 70 94 214 236
15 144 142 72 78 216 220
16 144 142 72 84 216 228
17 144 142 74 78 218 220
18 144 142 7 92 214 234
19 146 142 88 94 234 236
20 144 142 7 86 216 228
21 148 142 72 110 22D 252
22 146 142 80 94  276.7 2984
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Figure 8-3 Comparison of average capacity requirenmgs for Case | and Case Il, (a) Netl, (b)

Net2, (c) Net3 and (d) Net4

As evident from Tables 8.2 to 8.5, more workingamty is required with Case | for
each span of all the test networks, as comparedase Il. However, the spare capacity
required is not more for each of the span. In fémt,almost every span spare capacity
required is less than Case Il (except for span rusB, 16 and 20 in Netl —Table 8.2, span
numbers 6, 11, 19 and 20 in Net3 —Table 8.4, spamber 5 in Net4 —Table 8.5). This is
due to the fact that in Case |, we are having tpgnmum solution with SCO model,
whereas in Case Il, we are having additional cairgs of dedicateg-cycles and the
constraint ofp-cycles not passing through LAS. Therefore, momregapacity is required
in Case Il. The advantage with Case Il is that s use the LAS span. The traffic through

the LAS is protected against dual failure subjedirst failure on LAS. In general, if more
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than one LASs are there, then traffic is protedtedailure of all LASs and single failure
on any of the remaining spans (excluding LASS).

The specialized protection for low availability sgacan now be selected from Case |
and Case Il. For most of the spans, the solutido imove them from the network and
design the network without this span. However, dome of the spans the most efficient

solution is Case Il, where dedicaiedycles have been used to provide protection.

8.4 CATEGORY Il PROTECTION WITH DEDICATED P-CYCLES

The p-cycle based protection provides single failuretgebon to all the traffic of the
network by protecting every working path on eacanspihe complete path protection can
also be provided using path protectipgycles [58], [59]. However, this type of path
protection is also shared path protection and daguarantee dual failure protection.

The working paths in Category Il can be providedrgateed dual failure protection
with dedicatedp-cycles as shown in Fig. 8.4. The critical trafffom source node 2 to
destination node 8 on working path -2, 10, 11s&eing protected by-cycle -2, 3, 10, 6,
8, 0, 1, 2, with its left and right paths (LP ané)RThe LP and RP both are not sharing any
link with the working path, and thecycle is not providing protection to any span athp
segment except the working path carrying the @liticaffic, for which complete dual
failure protection is guaranteed. In this mannke, ¢ritical path is protected against dual
failures exclusively on the working path and on phhetection paths (LP and RP) of p-cycle
used for protection. The other failures in the rekwill not have any effect on the critical

path. Thus, the reliability of the critical pathegpected to be quite high.
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p-cvcle-2, 3, 10. 6. 8, 0, 1,

Figure 8-4 Guaranteed dual failure protection to citical path with dedicated p-cycle

With p-cycles, due to their property of pre-configuratioestoration can be provided
with ring like speed in case of failures. At theagi of setup of path protecting dedicaped
cycles, the end nodes (source node and destirmatid®) of the working path will make the
entries about the alternate paths through the destip-cycle. As soon as, there is any
failure on any link, both the end nodes will penfiothe switching and traffic will be
switched over to one of the available dedicgeycle paths. In the following sections, we
will study the effects of critical traffic proteom with dedicateg-cycles, on the capacity
requirement and on the reliability of the path.

The dual failure protection has also been const@re[132] for providing multiple
quality of protection (QoP) classes. In [132], sie@ddling span protection has been used to
provide dual failure protection to the links of thkatinum working path. All the links of the
platinum paths are having straddling relationshiiih the p-cycles used for this protection.
One p-cycle may have many straddling spans andth&HLP formulation given in [132],
same p-cycle may be used to protect many platinlorking paths on all the different
straddling spans. In this way, the p-cycle is hgyeome amount of sharing among the

platinum working paths. Even with this sharing, thl@tinum working path has been
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protected for dual failures in the network. But ldizgélures on platinum working path and

its protection path exclusively may not be protdcte many cases. Thus, guaranteed
exclusive dual failure protection will not be awdile. Whereas, in our scheme, the
complete path is having straddling relationshiphvat dedicated p-cycle and the same p-
cycle cannot be used to provide protection to attmeropath or link. Hence, guaranteed

exclusive dual failure protection can be provided.
8.4.1 CAPACITY REQUIREMENT FOR CRITICAL TRAFFIC

PROTECTION

To find out the capacity requirement for providiexclusive dual failure protection to
the critical traffic, the simulations have been €as follows. First, the smallegtcycle
which is fulfilling the following conditions has ba found from the set of all the cycles in
the network.

. Thep-cycle and the working path should not share amyroon spans.

. The source and the destination nodes of the wongath should have straddling

span relationship with thg-cycle.

This is to be mentioned that the nodes having @egm® cannot have-cycles with
straddling span relationship. Therefore, the pathieh are originating or ending at any of
these nodes cannot be provided guaranteed excldisaldailure protection.

The working paths in the network which need to bevigled exclusive dual failure
protection, have been protected with dedicaiexycles found as above. The links of the
remaining paths have been provided protection $i© model of the-cycle formation as

usual. The total capacity required for both is add@dmd compared with the capacity
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required in the SCO model for protection of all tredfic. We have found the percentage of

additional capacity required for dual failure piten per path.

The following variables are defined to determine &dditional capacity.

Nw Total number of working paths in the network. Withit traffic matrix forn node
network, this will be equal to(n-1)

N1 Total number of paths carrying critical traffic wwh need to be provided dedicated
p-cycle protection for guaranteed dual failure pcotan. Neither source, nor
destination nodes are of degree 2 or less for thatfes.

N2 The number of path® which are protected against single failure in treework
using conventiongb-cycles.

Tsp  The spare capacity required for protecting all titadfic of the network with SCO
model. The critical traffic is also provided oniyngle failure protection in this case
by considering it as normal traffic.

T1 The spare capacity required for protectiNgcritical paths of the network with
dedicatedp-cycles.

T, The spare capacity required for protecting nortredfic (N, paths) of the network
with SCO model.

AT  The percentage of additional capacity requiredofoviding dual failure protection

per path.

(T, +T, -T,,)x100

Tsp x N, : (8.7)

16 One lightpath means that the lightpaths in bothdinections have been provided critical path priie.
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8.4.2 RESULTS AND DISCUSSIONS

The results for all the test networks with singfgical path have been shown in Fig.
8.5. Every path is considered as critical patipoésible, one by on@&T is computed and
averaged over all possible path choices, and thewrs in Fig 8.5. It is clear from the
figure that as the number of nodes in the netwsikéreasingT is decreasingAT is small
for large network aslsp is large. Thus, with very small increase in theera¥l spare
capacity, guaranteed dual failure protection wighdliidatedp-cycles can be provided to the

critical traffic in the network.

20 B Additional capacity / path

6.0 1
5.0 1
4.0

3.0

2.0

1.0+
0.0

Additional capacity / path (Perce

Netl Net2 Net3 Net4

Figure 8-5 Additional capacity per critical path required for guaranteed exclusive dual failure

protection for single critical path

Further, the ratio of spare to working capacity ftbfferent protections has been
compared in Fig. 8.6. The working capacity for thé cases remains same as the total
number of paths in the network is constant, ang type of protection is different. The
spare capacity requirement for protection againgfies failure has been obtained with SCO
model, without dual failure protection for criticahths. Next, we have shown the ratio of
spare to working capacity for one critical path¢rical paths, and 10 critical paths. To

obtain the results for 1, 5, and 10 critical paths, paths have been selected randomly and
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then average is calculated. The above ratio hasbalsn found for the maximum number of

paths which can be provided critical path protectiOn the same graphs, the ratio of spare

to working capacity requirement for dual failuretaction as obtained in section 7.3.6 and

shown in Table 7.15, with RLBOPA and WRLBOPA hasoabeen shown.

~
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Figure 8-6 Ratio of spare to working capacity requiements for different types of protection for

(a) Netl, (b) Net2, (c) Net3, and (d) Net4

It is evident from Fig. 8.6 that when the numbectical paths in the network is small,

it is better, in terms of spare capacity requiremtnprovide them dual failure protection

of critical paths. As expected, the requiremernspdre capacity is increasing with increase

in the number of critical paths. For Net2, Net3 atet4, it is interesting to note that if

maximum number of possible critical paths are t@hmided critical path protection, then
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it is better to provide dual failure protection lwiRLBOPA to all the working capacity of
the network instead of providing critical path @etion. In case of Net4, the dual failure
protection to all the working capacity can be pdad with almost same spare capacity as
required for providing critical path protection 10 paths. Hence, in this network if there
are more than 10 paths which require dual failuotgation, then it is better to provide dual
failure protection to all the working capacity. Fdetl, the maximum number of paths
which can be provided critical path protection s (74 out of 171), hence, all of them
can be provided critical path protection with smallspare capacity requirement as

compared to dual failure protection with RLBOPA.

8.4.3 IMPROVEMENT IN RELIABILITY

The effect of dedicategtcycle based guaranteed dual protection on theligty of the
paths passing through the critical spans, has beehed. The reliability of the path has
been found with the model for shangdatycle protection (using Equation 7.8 as in section
7.5) and then, with dedicatgecycle protection. With dedicatgdcycle, the path reliability

is found using Equation 2.4 of section 2.3.3 as

P(X)zl_ 1_|jp(xlj) X 1—|jP(X2j) X 1—|jP(X3j) , (8.8)

where 1 is the working path, 2 and 3 are the LP RRdof thep-cycle respectively. The
number of elements in working path, LP and RPnara, and n3 respectively.

The calculated reliabilities are shown in Fig. 8[fAe reliability of each span has been
assumed to be 0.99 i.e. a failure probability 6fl0For all the paths, there is improvement
in reliability with critical path protection. Theeliabilities with SPP (shareg-cycle

protection) are relatively lower for longer patlssc@mpared to shorter paths. Whereas with
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DPP (dedicatedp-cycle protection), the longer paths can also bevided very high
reliabilities. The reliability of one hop paths halso improved than that in SPP. Thus, in
general, higher reliabilities can be provided ipexdive of the length of the working path.

The improvement in reliability is obtained at thestof extra spare capacity required for

critical traffic protection.

Netll oo | Dedicated p-cycle protectian| Net2 W Dedicated p-cycle protection
' 0 Shared p-cycle protection 1.002+ O Shared p-cycle protection
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Figure 8-7 Improvement in reliability of critical t raffic with dedicated p-cycle protection

8.5 SUMMARY

The specific requirements of network operators ot&n fulfilled with specialized

protection techniques. Witlp-cycle based protection, it is better to removeow |

availability span from the network to have, in gethebetter capacity efficiency.
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The critical paths of the network can be providegrgnteed dual failure protection
with small increase in overall spare capacity wkign number of critical paths is small.
This will provide very high values of reliabilitfdowever, if the number of critical paths is
large then dual failure protection with RLBOPA whié more efficient. But the reliability,
with dual failure protection with RLBOPA is going be less as compared to critical path
protection with dedicateg-cycles. This is obvious as critical path protectiprovides
exclusive dual failure protection, while RLBOPA pites dual failure protection across
the whole network. Due to above reason, networkraipes have to select appropriate

model of protection for dual failure as per thetonser’'s demand.
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK

In the field of optical network protectiop;cycles have outperformed other path and
span based protection techniques, with their capa&diiciency and speed of restoration.
Despite their better performance in terms of cdpagfficiency and speed, certain issues
still need attention. p-Cycles can be formed in seaf network with DCPC protocol. The
DCPC protocol finds onp-cycle in one iteration, and to find all the copedghe same-
cycle, the protocol has to run as many times astineber of copies of thecycle. Further,
all the copies have to be deployed separately is#pgrate switching fabrics at each node.

The other issue is the restored paths length wikithe consequence of better capacity
efficiency ofp-cycles. The long lengths of the restored paths adduce the reliability of
the restored paths. Further, the allocatiop-of/cles to the paths which are to be protected
is also an important issue which has not been tigagsd in detail. We have, in the present
work, studied and removed these shortcomings tadugpthe overall performance pf
cycle based protection, without compromising on ahthe features gb-cycles. Further, a
few methods for specialized protection techniquiéb pscycles have been investigated.

The main contributions of the thesis are as follows

. Study of DCPC with score and numpath metrics, aklbpment of MDCPC to

reduce the computational complexities and requinatiber of switching fabrics,

as well as reduction of switching complexities.
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9.1

Development of model for removal of loop-backs &mluce the restored path
lengths without sacrificing the capacity efficienay the speed of thp-cycles.
The scheme has been evaluated with different metludg-cycle formation,
average nodal degree, number of nodes in the nletwiifferent traffic loads.
Further dual failure survivability has also beealaated

Derivation of relationship between the averageorest path lengths, before and
after the RLB, and the number of nodes in the neksvavith average nodal
degree of two.

Development of distributed protocol for implemergat of RLB in any real
network protected witlp-cycles along with the second phase reconfiguration
the restored path.

Problem formulation of optimunp-cycle allocation to working paths and its
solution with Hungarian algorithm such that theigm®ment ofp-cycles to the
paths through the failed span leads to minimum tetdored path lengths.
Development of reliability model for analysis ofstered path with and without
RLB.

Investigations in protection provisioning techniguer low availability spans,
and for the critical traffic through the networkithvdedicated-cycle protection.

The main findings are given in the next section.

| MPORTANT FINDINGS

In chapter 5, DCPC protocol has been studied andifioations to improve the

performance of DCPC have been investigated. InOR#C protocol, both score and
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numpath metrics can be used for forwarding of Ette A comparative study has been
performed to find out the effects of the above twetrics on the protection capabilities of
the formedp-cycles. For networks having average nodal degreée5< better protection
capability is obtained with score metric, and fetwork of average nodal degree = 4.4, the
numpath metric provides better results, with gisgare capacities as required in link
disjoint path protection. However, the differenca® marginal. With spare capacities
provided as per ILP, the performance of DCPC withre and numpath is almost similar.
Hence, any of the two options can be used fordhmadtion ofp-cycles.

The computational complexities of the DCPC (disttéal cycle pre-configuration), at
optical layer, have been reduced with our MDCPC difred DCPC) protocol. The
MDCPC finds all the copies of@acycle in one iteration. Further, all the copieapfcycle
can be configured simultaneously with the help alv@band switching by aggregation of
all the copies. Now, the protection has been pewidvith coarser granularity at the
waveband level. It reduces the number pafycles significantly. The requirement of
switching fabrics has also been reduced considerdble length of the statelet packet has
been increased with a capacity field to achievéhallabove features.

The mesh like efficiency gb-cycles is because of the shared protection pravideall
the on-cycle and straddling spans. The disadvansagery long restored paths; many times
the length of the restored path is more than thmehau of nodes in the network, giving rise
to loop backs. This shortcoming has been removedusyremoval of loop back (RLB)
algorithm described in Chapter 6. This algorithrs baen developed to reduce the restored
paths length with removal of loop backs without gpamising on any features of tipe
cycles. To retain the features such as speed tdrati®n of thep-cycles, RLB has been

proposed as second phase reconfiguration of thereelspath and distributed algorithm has
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been developed to implement the RLB in a real ndtvand presented in Chapter 7. It has
been found that reduction in the restored pathgtheralso depends on the way, the
allocation of thep-cycles is done to the paths of the failed spamusTho allocate the-
cycles to the paths of the failed span such thattthal restored path lengths will be
minimum, the OPA (optimum path allocation) probléms been formulated and solved
with the help of Hungarian algorithm.

It has been verified with simulations that the ager reduction in the restored path
length is independent of the method of formatiorp@lycles and traffic load; it depends
upon the average nodal degree and the number @fsniacthe network. The relationship
between average restored path lengths and the mwhbedes in the network have been
derived for networks with average nodal degree(@ry topology) and verified through
simulations. The maximum average reliability of th@rking paths is obtained with
RLBOPA. The dual failure restoration has also bfmmd to be more capacity efficient
with RLBOPA.

Further, with analysis performed for protection\psening for LAS (low availability
spans), it has been found that better capacitgiefifty will be obtained with removal of
LAS from the network instead of providing dual tae protection to the traffic of the LAS.
To provide guaranteed dual failure protection ® ¢htical paths, use of dedicateaycles
have been investigated along witftycles providing protection to non-critical patrsdp-

cycles with RLBOPA providing dual failure proteatito all the traffic.
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9.2 SCOPE FORFUTURE WORK

Various problems still need to be investigatedhia tuture. Some of these problems

identified during the research work are as follows.

The restored paths length can be reduced with RLBLBOPA only when there
are loop backs in the restored path. If restorat gawithout loop back, then its
length cannot be reduced with RLB or RLBOPA. Intttese, the solution may be
found with the help of hopcount limited model pfcycle formation. By
combining RLBOPA with p-cycles selected from hop-count limited model,
guaranteed restored paths length can be providesbriee specific paths. This
work can be carried out in future to provide diffetiated QoS to fulfill service
level agreements with the customers.

The paths can be established with protection gaigfthe QoS requirements of
reliability using LDPP orp-cycle based protection with RLBOPA or using
dedicatedp-cycle protection.

The derivation of relationship for the average oesd path lengths for networks
having average nodal degree greater than two caarbied out.

The RLBOPA can be used in the dynamic traffic emwinent to improve the
blocking probability.

In the specialized protection technique for Catgdpwe have found that for few
spans the better capacity efficiency is obtaineth wase Il. This can be further
explored and some method for routing of primarjhpatan be devised such that

even for these span one can have better capafidierty.
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. The specialized protection techniques can be dpedlofor spans having
maximum amount of traffic such that during failufethese spans, the amount of
unprotected traffic will not increase above a thodd value. The hop count
limited p-cycles can be used for the purpose.

. We have observed that spare capacity for the foomaif p-cycles for single
failure protection, depends not only on the totabant of working capacity but
also on the distribution of the working capacitgn® heuristics can be developed
to select a working path from the group of all wogkpaths having same hop
counts.

. In the present work it has been assumed that nktisdully convertible, future
studies may be carried out with limited wavelenghverters.

. The algorithms developed in this thesis may be usedksign a network which
could self organize itself such that optimum opgagatconditions will be
maintained. The algorithms and protocols have tdévxeloped such that network
reconfigures itself periodically to achieve the ioptm operating conditions

dynamically.

9.3 OUTCOMES OF THE RESEARCH WORK

The work done during this research has resultegoumnal papers, peer-reviewed
conference papers, technical reports and developofeiava-based simulation software.
The research papers and technical reports publsheditcome of this work are listed after

the references.

Chapter 9 Conclusions and Future Work



231

In order to conduct the research work, a optietivork simulation software was
written in Java. The simulation software tool i®digo form thep-cycles with DCPC and
MDCPC. It has also been used to generate the itgiat files required for optimization
software built using CPLEX. Many network survivatyitechniques are incorporated in the
developed tool, like link-disjoint path protectigmcycle based span protection with score
and numpath metrics, dedicatpatycle protection etc.. Dijkstra’s algorithm witlanous
metrics has been implemented. The removal of lagk land optimunp-cycle allocation
using Hungarian algorithm have also been incorpdraihe algorithms for testing and
evaluating RLB and RLBOPA have also been implenegmtethe simulator. The dual
failure restorability has also been implementedieveloped software. The Java software

also incorporates reliability calculations of thehps of the network.
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© 1998 IEEE. Reprinted, with permission, from W®rover, and D. Stamatelakis,
“Cycle-oriented distributed preconfiguration: rifige speed with mesh-like capacity for
self-planning network restorationifi Proc. of IEEE ICC 1998Atlanta, GA, pp. 537-543,

June 1998.

DCPC Protocol

3. Self-organization of thep-cycle state

Here we give an overview of the self-organizingatetgy we have developed for the
autonomous deployment and continual adaptatiorh@fnietwork cycle pre-configuration
state. The Distributed Cycle Pre Configuration (JRrotocol is an adaptation of the
statelet processing rules of the Self healing NetwW8HN™) protocol [1, 2]. A statelet is
embedded on each spare link and contains a nunilsate fields. Each logical link, as
viewed by a node attached to it, has an incomirgelst and outgoing statelet. An
incoming statelet arrives at a node on a link andimmates from the adjacent node
connected through the Link.

As in the SHN, each outgoing statelet has an inognstatelet which forms its
precursor. An incoming statelet is a precursomuatgoing statelet if the incoming statelet
was cause, under the protocol rules, for the aeaif the outgoing statelet. One incoming
statelet can be the precursor for many outgoinglsta but each outgoing statelet can have
only one precursor.

As a family of statelets is broadcast through avogk, it forms a statelet broadcast tree
which at each node in the tree, is rooted at tleeysor port from which the outgoing
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statelet are propagated. The particular chain e$aeevents from the Sender through to the
present node is called the statelet route.

There are only two node roles in the DCPC. A combtisender / chooser role called a
“Cycler” and a Tandem node. The Cycler sources latet receives parts of the statelet
broadcast pattern it initiates. Each node adopssrttle in a round-robin fashion. While in
this role it is temporarily in charge of the cy@rploration process within the network as a
whole. When not in the cycler role, each node pkycandem-node role which mediates
the statelet broadcast, competition as in the Sbil,with a new decision criterion. At a
high level of description, the DCPC first allowsckanode to explore the network fpr
cycle candidates that are discoverable by it. Ati@mpletion of its exploratory role as
cycler (detailed below), it hands off to the neatla in order by a simple “next-node hand-
off” flood-notification. After all nodes have assaththe role of the cycler once, each
“posts” its best found cycle in a distributed netkvavide comparison of results. In this step
all nodes hear the metric, and other details, & ¢fobally bestp-cycle candidate
discovered by any of their peers. The competitiood expands through the network as
each node locally relays the statelet with the tgde metric, or asserts its own best if and
while the latter is still superior to anything elséas received notice of yet. Eventually, the
globally best cycle candidate dominates everywHdpan thus learning of the winning
candidate, the Cycler node who discoveredpigcle, goes on to trigger its formation as a
p-cycle. All nodes on thp-cycle update their local tables of restorationtsiwng pre-plans
to exploit the newp-cycle. The whole process then repeats, spontafigousthout any
central control adding onp-cycle per iteration until a complete deployment rnefar-
optimal p-cycles is built. Thereafter, it continually adaghe p-cycle set to changes in the
working capacity layer.
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A. Statelet Format

The DCPC statelet format has 5 main fields:

index Each state let belongs to an index family. Anygou ing statelet has an
index value that is inherited from the incomingtetéet ~'hich is currently its
precursor.

hopcount As a state let is relayed from node to node,untof the number of ho
s it has taken is maintained.

sendNodeAll statelet broadcast trees originate from aomg node at a time. This
is the current cycler node, which asserts its nemtleis field.

numpaths This is the accumulating figure of merit for ppestivep-cycles that
are represented within a statelet broadcast. Itagos the apparent number of
useful paths which thp-cycle candidate, contained in a given statelat, ma-
vide (details follow in this section.)

route This field contains the route, originating at tbgcler node, which a certain
branch of a statelet broadcast tree representsebatthe Cycler and the current

node.

B. The Tandem Node

The bulk of the processing in the DCPC algorithikegaplace in the Tandem nodes.

The Tandem node rules determines wiaycle candidate the Cycler node will discover in

a given round of global cycle comparison and folmmatA Tandem node will broadcast

each incoming statelet to the largest extent waethhy the stateletsumpathsscore within

the context of the available outgoing link resogread other statelets currently present. If

an outgoing spare links on a span are occupie@gwaincoming statelet can displace an
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outgoing statelet if it hasrmumpathsscore better than the precursor with the loweseaot

score. Also, statelets on a given index can onlyobearded to adjacent nodes which are
not already present in the accumulating route efdbrresponding precursor. The single
exception to this rule is that, a statelet may bmaticast from a Tandem to the Cycler
node, which is present in all route fields. Fig@reshows an example of this behavior,
which limits the cycle exploration and formatioropess to consider only simple cycles.

Additionally, at most one outgoing statelet of aegi index may appear on a span. If

multiple incoming statelets, of like index, exidtaanode, then the statelet with the best
numpathsscore becomes precursor for all outgoing statelethat index. The emergent
effect of these rules is that, shortly after triggg the process, with a sender primary flood,
the Cycler receives incoming statelets whose rbealés trace out cycles which begin and
terminate at the Cycler node.

Now, we cover the Tandem node statelet competiites. The idea is to identify the
best prospectivg-cycles. However, the Tandem node view is localyawl the links
directly connected to itself. Thus, a propagatirgtmo of some type needs to be embedded
and updated in each statelet so that the sideteffetandem node competition is the
generation of “good’p-cycle candidates. The metric or score that is usadtended to

represent the potential of an incoming stateletige to form g-cycle with a high ratio of
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useful paths to spare links consumed. The conundnomever, is that the Tandem nodes

must try to asses this metric before any comphgtéeaoute has actually been formed.

To do this, the Tandem node rules operate on teeupmption that any index-tree
branch may eventually succeed in closing again thighCycler, and evaluate it for useful
paths on this basis. A statelet's score #s (numpath¥(hopcount wherenumpathsis the
number of useful paths that would be provided byyee formed from the union of the
incoming statelet’s route and an imaginary dir@etrsjoining the tandem node to the cycler
node.Hopcountis the number of spans so far traversed in thelsets route. The number
of useful pathshumpathsjs updated incrementally by each Tandem nodelwesrated in
Fig. 3. For each span on the routampathss increased bgne Numpathss increased by
two for each node that appears in the route list andiwthe current Tandem node has a
direct span connection, other than the span onhwtkie current statelet has arrived. In
other words for spans that would have a stradakhaionship to the prospectipecycle.

C. The Cycler Node Role

All statelet family broadcasts originate at the leycnode. To initiate the cycle-
exploration process, the cycler places an outgsiatglet on one spare link in each span at

its site. Each of these primary statelets has guenindex number. After the primary
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statelet broadcast, the cycler node invests a @erdined time in sampling of the

returning statelets. As returning statelets arrithes cycler maintains a record of the
received statelet (and statelet route) with the besre,s, as above. The Cycler persists in
observing the incoming signatures because a cgoldstto provide a higher number useful
paths as it is allowed to evolve under the colectinteractions of the Tandem nodes.
Usually it grows in size as it improves its scamtil hopcount limiting effects stabilize the

pattern of cycle-candidates formed. Fig. 4 is &msitation, from simulation, of how one

prospectivep-cycle evolves, usually outward, improving its seaiith time.

The sampling periods in our simulations are at mMé3tof a second. But even if a few
seconds was allowed for the bestycle candidates to emerge in a large networketie
little issue because the process is running innealtime. It is running in anticipation of a
span failure, not in response to one, so thereoipmoblem with investing this time to
observe the evolution of the cycle metrics undexr Tlandem node actions. When the
sampling time runs out, the cycler suspends athary statelet broadcasts, terminates its
role as the Cycler, and emits a Cycler hand-ofbdlda statelet with op-code “hand-off”
and the node name, on one link of each span.) @hd-bff flood is relayed (once only by
all nodes, without link persistence, with one capgach span). When nodéhears “hand-
off flood, n-1” it knows that it is its turn to become cycler.

D. Construction of the Best Candidate p-Cycle

After a complete round of cycler action by everglenothe last node in the sequence
(i.e., whenn equals the number of network nodes) knows all adae assumed the role
of the cycler and are ready to take part in a nkweide comparison of results. The
purpose is to find the one globally bestycle candidate found by any cycler node. This is
done automatically by initiation of a global compan flood by the last node in the
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sequence of cycler exploratory phases. The imtiathode broadcasts a single statelet,
containing the node's name and its best cycle’sesam each span. When adjacent nodes
receive such a statelet they compare the receiest dzore to their local best score and
relay the better of the two into all spans, alonthwhe name of the node who is reporting

the better cycle. If scores are equal, precedenbased on ordinal rank of the node names
involved. Rapidly, only the single best score issa@nt everywhere, and the node which
found this candidate will proceed to initiate itsstruction.

To deploy thep-cycle that has emerged from the all-nodes compares results, the
node associated with the winning candidate cycterenes the route field of that cycle and
identifies the node adjacent to itself which appdast in the route vector. It then finds a
spare link on the span to that node and placeatalet with a “construct-cycle” op-code,
followed by the route vector. The adjacent node esaét cross-connection between the
incoming spare link bearing this statelet, and arespink in the direct span going to the
next node in the route vector. It then forwards ¢iiele-constructing statelet on that spare
link; subsequent nodes effect a similar connecdioth relay the construction command in a
similar manner. As each node along the route maisescycle-constructing cross-
connection., it also updates its local list of weed working links, and notes all of the
working links for which the currerg-cycle can be used for restoration (i.e.. any wagki
link from this site to any of the other nodes liste the route vector). These considerations
ready the node to use tlpecycle immediately for restoration. They also agélected in
subsequent cycle-exploring iterations so that ®toumpaths measured are scored
accurately, given the reduction in uncovered waglkiapacity that each construcigdycle

creates.
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When the sequence of relays that constructp4tycle returns to the initiating Cycler
node, that node makes a final cross-connectiohdditst spare link on which it began the
cycle-building process, completing tipecycle. Once deployed, any node on flheycle
may use the cycle for restoration. The only furtgeecial role for the custodial node for
this cycle is to apply and maintain a statelet intbat repeats the route vector. Teycle
is thus put into storage with a holding statelettathat support continual self-checking of
the continuity and correctness of the cycle routdenin storage by the nodes on it. To use
any p-cycle for restoration, any node on the cycle nmusly first test for in-use status
(marked on the holding statelet), assert its ownsea indication (assuming its free), and bi-
directionally substitute the affected signal to go this p-cycle. Thus, the real time
restoration procedure, onpecycles are in place, reduces to being identic#himregard to

the SONET BLSR standard.
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Appendix B

Average Restored Path Length for Ring Topology Netarks

Let us consider thel =2 network (Fig. B.1). Let the total number of neda the
network ben. The working paths shown by dotted lines (Fig.)Eafe shortest paths based
on hop count, for unit traffic matrix. There wilelhwo cases, corresponding i@dd, and
neven. If nis even, then there will be two paths, each with bounts H, where H is from
1 to n/2-1, and one path with hop count'2. For oddn, there will be two paths, each

with hop counts H, where H is from 1 th—1)/2. The length of thep-cycle path,

protecting working paths, will ben—1. Hence, the restored path length without RLB
(shown by dashed line)
Le= Nn-1+H -1

=n+H -2,

Figure B.1. Working paths (dotted lines), restoregath without RLB (dashed line), restored path

with RLB (thick line)
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The restored path length with RLB
Ler= n—H .

For all the paths originating from a node, whes even,

Y (L), =| YA n -2+ 5204
. n
—E(n—l)(Zn—l). (B.1)

Here, left hand side is the sum of lengths ofréstored paths, over all the spans if
they fail (one at a time) and for all the pathsspas through that span. In the right hand
side, the order of summation has been changediaadnumber of spans in a path is

summed over all the paths. Similarly,

H=2"g
a n
Y= Y 2H [+ —
gigs,driw, H=1 2
I,]2
:T. (B.2)
- _
2 n2
> (Ler)rs = 2 AHMN-H)}|+—
bins,driw, H=1 4
n
:g(nz—l) . (B.3)
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Hence, from Equations (6.1) and (6.2) (section,6.4)

_2(n-1)(2n-1)
RLB™ 2 ; without RLB,
and
2(n? -1
Les = %; with RLB.
Similarly, whennis odd,
2(2n -3

LWRLB = %; without RLB,
and

_2n
LRLB - ? with RLB.
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(B.4)

(B.5)

(B.6)

(B.7)
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